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1. INTRODUCTION

Continuous progress in the generation, shaping, and characterization of mid-infrared (mid-IR) femtosecond pulses has driven new developments in IR femtosecond spectroscopy such as ultrafast vibrational pump–probe spectroscopy, vibrational coherent control, and IR multidimensional spectroscopy [1]. As with experiments in other spectral domains, interpretation of the results can depend strongly on the accurate characterization of the electric field as a function of time.

In general, the characterization of an ultrashort pulse consists of the complete measurement of the associated electric field, $E(t)$, or conversely of its Fourier transform $E(\omega) = |E(\omega)| \exp(i \varphi(\omega))$. Since the measurement of the power spectrum is usually straightforward, the problem is often reduced to the measurement of the pulse spectral phase $\varphi(\omega)$. Note that the real quantity $E(t)$ is often written as the real part of the associated analytic signal [2], or complex field, $E(t) = [E(t)] \exp(i \varphi(t))$:

$$E(t) = \text{Re} [E(t)] = \frac{E(t) + \overline{E(t)}}{2}.$$  

By definition, the complex field contains only positive-frequency components, so that the relation between $E$ and $E$ is straightforward in the frequency domain:

$$E(\omega) = 2 \Theta(\omega) E(\omega),$$  

where $\Theta(\omega)$ stands for the Heaviside function. The entire transformation yielding the complex field $\hat{E}(t)$ from the real field $E(t)$ thus reads

$$F.T. \times 2 \Theta(\omega) \times F.T.^{-1}$$

$$E(t) \rightarrow E(\omega) \rightarrow \hat{E}(t),$$  

where $F.T.$ stands for Fourier transform. As will be discussed later in this article, this simple processing through Fourier space, illustrated in Fig. 1, is intimately related to numerical methods widely used for extracting the phase from interference patterns in space [3–5], frequency [6,7], or time [8] domains. Finally, we remark that, unless specified, the methods discussed below will not be sensitive to the carrier-envelope (CE) phase [9] so that it will be sufficient to measure the first-order derivative of the spectral phase, $d\varphi/d\omega$.

This article will discuss the characterization of mid-IR femtosecond pulses by a number of recently developed methods. We refer here to the mid-IR spectral domain as radiation of wavelengths between 3 and 20 $\mu$m. Since this spectral domain lies between the terahertz and the visible/near-IR spectral domains, many of the measurement methods we will discuss are direct adaptations of methods from these neighboring spectral domains where measurement technology is more advanced.

In adapting to the mid-IR, aspects specific to the mid-IR must also be taken into account. For example, the low energy of mid-IR photons means that sophisticated silicon-based charge-coupled device (CCD) detectors cannot be used directly with mid-IR light. Also, a mid-IR pulse is usually accompanied by visible pulses as a result of the nonlinear conversions used to produce mid-IR light. The type of pulses available often determines the most appropriate characterization method. Mid-IR generation might be done by difference-frequency mixing between the two tunable pulses from an optical parametric amplifier pumped by a Ti:sapphire chirped-pulsed amplifier (CPA) [10,11]. Another approach is the optical rectification of 10 fs pulses, an extension of far-IR (or terahertz) techniques for generating single-cycle pulses in the mid-IR, and useful for both amplified and unamplified laser sources [12–16]. Although self-referenced methods can be used in the mid-IR, alternative characterization methods can take advantage of the other available pulses.
In Section 2, we discuss measurement methods that are linear in the electric field, which are thus sensitive but require an appropriate reference pulse. In Section 3, we discuss self-referenced methods, which are less sensitive because they are based on a signal that is a fourth-order function of the electric field. Finally, in Section 4, we discuss a recently introduced upconversion method [17] that offers an especially convenient way to characterize mid-IR pulses produced by CPA laser systems.

2. LINEAR MEASUREMENT METHODS

In the case of radio waves, the oscillating electric field associated with an electromagnetic pulse can be directly measured using easily available electronic devices. Such devices are far too slow to acquire the rapidly oscillating electric field associated with optical and IR pulses. Hence, photodetectors generally do not respond directly to the electric field but to the pulse energy, which is quadratic in the electric field. However, detection schemes directly sensitive to the electric field can still be designed if one makes use of a correlation process involving an event shorter than the oscillation period of the field. This event can be a pulse of higher carrier frequency with a duration shorter than the oscillation period of the measured field, as in the electro-optic sampling method discussed in Subsection 2.A. One can also use another rapidly oscillating field whose frequency spectrum encompasses that of the measured field, as in the interferometric methods discussed in Subsection 2.B.

A. Free-Space Electro-Optic Sampling

Correlation methods for directly sampling an electric field were first developed for terahertz pulses. The oscillations of terahertz pulses are slow enough to be sampled by 100 fs visible pulses by using either photodconductive switching [18] or electro-optic sampling [19]. The electro-optic sampling method has been extended to the mid-IR spectral domain by using 10 fs pulses [13,15,20–22]. A sampling approach, based on completely different physical processes, has even been demonstrated in the visible spectral domain for measuring 5 fs pulses by use of 250 attosecond extreme ultraviolet (XUV) pulses [23].

Figure 2(a) shows a typical setup for the free-space electro-optic sampling of mid-IR pulses. Both the mid-IR pulse and a visible pulse of typically 10 fs duration are focused on a quadratic nonlinear crystal such as ZnTe, GaP, or GaSe. Through the electro-optic effect, the mid-IR pulse induces a birefringence in the crystal, which results in a change in the polarization state of the visible pulse. The differential signal detected after a Wollaston prism is thus the pulse center frequency.

The differential signal detected after a Wollaston prism is actually not exactly proportional to \( E(t) \) because it is a linear part of the time-domain phase \( \phi(t) \) has been removed (where \( \omega_0 \) is the pulse center frequency).

Figure 1. (Color online) Illustration of the retrieval of the analytic signal \( \mathcal{E}(t) \) from the real field \( E(t) \) according to the recipe associated with expression (3). (a) Real electric field \( E(t) \) in time domain in the case of a mid-IR chirped pulse centered at 5 \( \mu \text{m} \). (b) Amplitude (—) and phase (– –) of \( E(\omega) \) obtained from the real field through a Fourier transform (F.T.). The analytic signal \( \mathcal{E}(\omega) \) is then obtained by zeroing out the negative-frequency components shown in the shaded area, according to Eq. (2). (c) Amplitude (—) and phase (– –) of the complex field \( \mathcal{E}(t) \) obtained through an inverse Fourier transform of \( \mathcal{E}(\omega) \). Note that the linear part \(-\omega_0 t\) of the time-domain phase \( \phi(t) \) has been removed (where \( \omega_0 \) is the pulse center frequency).
that electro-optic sampling is sensitive to the CE phase, so it is suitable only for pulses with a stable CE phase, which turns out to be the case for mid-IR pulses generated through optical rectification.

**B. Time- and Frequency-Domain Interferometry**

When a reference mid-IR pulse is available, the mid-IR field \( E(t) \) can also be sampled through interferometric methods, for example, in the time domain as shown in Fig. 2(b). Let us call \( E_0(t) \) the electric field associated with the reference pulse.

The total energy collected by the time-integrating mid-IR detector then reads

\[
S(\tau) = \int_{-\infty}^{\infty} [E_0(t - \tau) + E(t)]^2 dt 
= \text{Constant} + 2 \int_{-\infty}^{\infty} E_0(t - \tau) E(t) dt. \tag{5}
\]

The signal \( S(\tau) \) recorded as a function of the time delay \( \tau \) thus yields the correlation function, \( E_0(-t) \otimes E(t) \), between the two fields. Its Fourier transform is equal to \( E_0'(\omega) E(\omega) \) and provides the complex field \( E(\omega) \) as long as the reference field \( E_0(\omega) \) is fully characterized and its spectrum encompasses that of the measured field. Note that when the reference pulse is significantly shorter than the measured field, the deconvolution procedure described above is unnecessary.

Time-domain mid-IR interferometry can also be implemented as shown in Fig. 2(c), where the mid-IR beam is first recombinated with a visible beam and then focused in a nonlinear crystal. The visible pulse is then converted into a mid-IR reference pulse and can interfere with the transmitted mid-IR field on a time-integrating mid-IR detector [24,25]. Interestingly, this implementation is closely related to that of electro-optic sampling shown in Fig. 2(a), especially if we recognize that optical rectification is also known as the inverse electro-optic effect. Indeed, since the setup preceding the nonlinear crystal is identical, the two methods only differ in the way the signal is measured. Time-domain interferometry for measuring mid-IR pulses has been applied, for example, to the measurement of the coherent mid-IR emission from a quantum-well structure [26] to multidimensional IR spectroscopy [24,27] and to the measurement of shaped mid-IR pulses [25,28,29].

The time-consuming process of scanning the time delay \( \tau \) as well as the requirement for accurate phase control during the scanning can be avoided by using frequency-domain interferometry [6,30,31]. The setup, shown in Fig. 2(d), is identical to that of time-domain interferometry except that the integrating detector is replaced with a mid-IR spectrometer while the time delay \( \tau \) is kept constant. The measured signal reads

\[
S(\omega) = |E(\omega) + E_0(\omega) \exp(i\omega \tau)|^2. \tag{6}
\]

For a suitable choice of the time delay \( \tau \), the measured spectrum exhibits spectral fringes that encode the phase difference between the two fields. The phase can be extracted by use of a Fourier-processing method similar to that illustrated in Fig. 1, except that the roles of \( t \) and \( \omega \) should be exchanged, and the window function in Fourier space must be slightly narrower than the Heaviside function used in expression (3). More precisely, the Fourier transform of the total spectrum is the linear autocorrelation of the total electric field, \( E_0(t - \tau) + E(t) \), which includes the linear correlation \( E_0(t - \tau) \otimes E(t) \) between the two fields. In the time domain, the contribution from the correlation term separates from the other terms and can be easily isolated, yielding the same information as time-domain interferometry. An inverse Fourier transform then yields the product between the two fields in the frequency domain [3,6].

Spectral interferometry is routinely used in IR multidimensional spectroscopy [27,32–34]. Multidimensional spectroscopy significantly benefits from a frequency-multiplexed spectrometer. At a fundamental level, dispersive spectrometers have a frequency-dependent spectral resolution for a given diffraction grating groove density, whereas a Fourier transform spectrometer has uniform resolution across the entire spectrum. IR-sensitive detectors are available only in low-pixel-count arrays of 64 to 128 pixels—a sharp contrast to the megapixel CCD cameras in routine use. Since the intrinsic detectivity of silicon in the visible is two orders of magnitude greater than that of HgCdTe in the IR, even a 0.1% efficient upconversion process will be competitive with direct mid-IR detection.
3. SELF-REFERENCED NONLINEAR METHODS

It is well known that stationary self-referenced methods for measuring ultrashort pulses require the use of nonlinear optical processes [6,35,36]. The measurement of mid-IR pulses is no exception to this general rule and usually relies on direct transpositions of methods previously developed for measuring visible pulses, such as second-order interferometric autocorrelation [37], second-harmonic generation frequency-resolved optical gating (SHG FROG) [38], and spectral phase interferometry for direct electric-field reconstruction (SPIIDER) [7]. All of these methods rely on a second-order nonlinear process [39], followed by a time-integrating detector quadratic in the electric field, so that the final signal is a fourth-order function of the electric field.

A. Second-Order Autocorrelation

As shown in Fig. 3(a), a second-order interferometric autocorrelator consists of an interferometer producing two replicas of the incident pulse separated by a variable time delay $\tau$. SHG in a nonlinear crystal produces a frequency-doubled field proportional to $|\mathcal{E}(t) + \mathcal{E}(t - \tau)|^2$, which is further squared during the quadratic photodetection process. The time-integrating detector then produces the signal

$$S(\tau) = \int_{-\infty}^{\infty} |\mathcal{E}(t) + \mathcal{E}(t - \tau)|^4 \, dt,$$

known as the second-order interferometric autocorrelation function of the pulse. This method has been implemented in the mid-IR, e.g., for characterizing 40 fs pulses centered at 3.7 $\mu$m [40], 54 fs pulses centered at 5.5 $\mu$m [10], or 105 fs pulses centered at 9.2 $\mu$m [11,41], corresponding in all cases to FWHM durations of only three optical cycles. As for visible autocorrelators, a noncollinear geometry is sometimes used, thus avoiding interference effects and directly producing the background-free intensity autocorrelation [10]. However, this approach is associated with a loss in time resolution that is not negligible for few-cycle pulses; thus it is preferable to retrieve the intensity autocorrelation from the experimental interferometric autocorrelation through Fourier filtering. Finally, as for visible pulses, the nonlinear process can occur as two-photon absorption in the detector itself, as was demonstrated for 9.6 $\mu$m pulses using an InSb photodetector [10].

Transform-limited pulses can be entirely characterized from the agreement between the experimental autocorrelation and that calculated from the experimental spectrum assuming a flat spectral phase. When a pulse is not transform limited, more elaborate methods such as FROG or SPIIDER are preferred for retrieving the spectral phase.

B. SHG FROG

SHG FROG is based on the measurement of a spectrally resolved second-order autocorrelation [38,42]. The experimental setup, shown in Fig. 3(b), is the same as that of a conventional autocorrelator but with a spectrometer replacing the integrating detector. In its standard form, SHG FROG uses a noncollinear geometry so that only the cross term $\mathcal{E}(t)\mathcal{E}(t - \tau)$ contributes to the collected SHG field. The corresponding spectrum detected by the spectrometer reads

$$S(\tau, \omega) = \left| \int_{-\infty}^{\infty} \mathcal{E}(t)\mathcal{E}(t - \tau)\exp(i\omega t) \, dt \right|^2,$$

where $\omega$ is the detected frequency. The two-dimensional data set $S(\tau, \omega)$ is called the FROG trace and contains enough information to retrieve the pulse spectral phase using an iterative algorithm [38]. An interferometric version of SHG FROG is also available [43,44], based on an interferometric autocorrelator with the advantage of collinearity mentioned above, which is an important feature for the few-cycle pulses routinely generated in the mid-IR.

SHG FROG has been demonstrated in the mid-IR for characterizing 1.6 ps pulses centered at 5 $\mu$m and produced by a free-electron laser [45]. This first demonstration used a scanning spectrometer and a single HgCdTe detector, but SHG FROG can also be implemented using InGaAs or HgCdTe detector arrays, as was shown, for example, in the 3–5 $\mu$m band [46]. Since the cost of such de-
ectors is quite high, FROG variants based on a single-channel detector [47] are still important alternatives for characterizing mid-IR pulses [48].

Other interesting variants of FROG have also been demonstrated, in the mid-IR, such as frequency-resolved pump–probe [49], based on third-order rather than second-order optical nonlinearities, and cross-correlation FROG methods [50–52].

C. SPIDER
SPIDER is a transposition of shearing interferometry to the frequency domain [7]. The spectral shear is usually achieved through nonlinear mixing between the measured field \( E(t) \) and a linearly chirped pulse, whose duration is long enough so that the variation of its instantaneous frequency can be considered negligible over the time range where \( E(t) \) is nonzero. \( E(t) \) is thus being mixed with a quasi-monochromatic field of frequency \( \Omega_1 \), and the generated field \( E(\omega-\Omega_1) \) is simply a translated version in frequency space of the original field. This process is repeated for a second replica of the measured field, except that its delay with respect to the chirped pulse is different so that it is shifted in frequency by a different amount, \( \Omega_2 \). These two fields are then arranged so as to produce interference fringes, either in the frequency [7], space [4,5], or time domains [8], and the resulting signal is spectrally resolved using a spectrometer. Finally, the complex quantity \( E^*(\omega-\Omega_1)E(\omega-\Omega_2) \) can be retrieved by processing within the appropriate Fourier space [3,6]. Its phase reads

\[
\varphi(\omega-\Omega_2) - \varphi(\omega-\Omega_1) = \Omega \frac{d\varphi}{d\omega},
\]

where \( \Omega = \Omega_1 - \Omega_2 \) is the shear frequency. The measurement thus yields the frequency dependence of the group delay. As shown in Fig. 3(c), conventional SPIDER is a self-referenced method where the chirped pulse is generated by stretching the incident pulse using either a grating compressor or linear dispersion in a transparent material. In the visible, the latter method—obviously more convenient—can be used only for pulses of sufficiently broad bandwidth corresponding to very short durations (10 fs or less). In contrast, mid-IR pulses are much easier to stretch due to the greater group velocity dispersion (GVD) of materials in this spectral domain.

Despite this advantage of easier dispersion management in the mid-IR, conventional SPIDER has, to our knowledge, not been implemented in the mid-IR yet, probably due to the fact that detector arrays are not as easily available in the mid-IR as in the visible. However, this difficulty has been overcome through the development of SPIDER variants that do not require a mid-IR detector array, such as non-self-referenced SPIDER methods, which will be discussed in Section 4, and a SPIDER method based on time-domain interference, which we now discuss.

A widely used and efficient method for measuring IR spectra without a grating spectrometer is Fourier-transform spectroscopy [53], which is based on the fact that the spectrum is defined as the Fourier transform of the field autocorrelation function. This approach can be easily applied to the complete characterization of a mid-IR pulse by noting that the Fourier transform of the second-order interferometric autocorrelation function includes the spectrum of the frequency-doubled pulse [37] and hence acts as a Fourier-transform spectrometer. Indeed, homodyne optical technique for SPIDER (HOT SPIDER) [54] can be readily implemented by use of time-domain interferometry [11,41,55]. The experimental setup associated with time-domain HOT SPIDER is shown in Fig. 3(d) and consists of an interferometric autocorrelator with an additional arm corresponding to the chirped pulse. A sequence of three correlation measurements, associated with three different values of the time delay \( T \) with respect to the chirped pulse, enables the acquisition of the same information as in conventional HOT SPIDER [11,41]. Furthermore, this time-domain implementation of HOT SPIDER provides redundancy, as the experimental setup enables the simultaneous acquisition of the second-order interferometric autocorrelation. The consistency between the measured autocorrelation and the spectral phase retrieved from HOT SPIDER has been verified for both nearly transform-limited pulses and chirped pulses [41].

4. CHARACTERIZING MID-IR PULSES WITH A VISIBLE SPECTROMETER
Although self-referenced characterization devices have many advantages, they suffer from a lower sensitivity due to the fact that the measured signal is at least a fourth-order function of the electric field. The SPIDER variant known as modified SPIDER [56] addresses this point by using an independent and intense chirped pulse rather than generating it from the measured field. For characterizing mid-IR pulses, this approach has the additional, and more important, benefit that the upconverted field can be centered at a frequency much greater than twice the fundamental frequency. By using a small part of the uncompressed 800 nm chirped pulse available in any CPA laser system, it is then possible to translate the mid-IR pulse into the visible spectral domain, where it can be readily detected by a standard CCD-based spectrometer.

We discuss two implementations of this chirped-pulse upconversion (CPU) scheme. Both methods use two replicas of the 800 nm chirped pulses, either in a noncollinear [17] or a collinear geometry.

A. Zero-Additional-Phase SPIDER
While conventional SPIDER uses two replicas of the measured pulse and a single chirped pulse, the variant known as zero-additional-phase (ZAP) SPIDER, originally developed for characterizing sub 20 fs pulses [57–59], directly mixes the measured pulse with two replicas of the chirped pulse. One side effect of this approach is that the two upconverted pulses are generated simultaneously, and thus lack the time delay required for the Fourier transform retrieval algorithm. As shown in Fig. 4, the ZAP SPIDER scheme addresses this point by using a noncollinear geometry between the two chirped pulses so that the two upconverted pulses can be collected independently and recombined collinearly with a suitable time delay.
This method has been recently demonstrated [17] for characterizing the amplitude and phase of mid-IR femtosecond pulses centered at 5.1 \( \mu \)m, upconverted in MgO:LiNbO\(_3\), and detected around 695 nm using a 1340 \( \times \) 100 pixel CCD camera (Roper Scientific). The chirped pulse was the previously unused zero-order diffraction from the compressor grating of the CPA laser system (Hurricane, SpectraPhysics). Apart from the advantage, mentioned above, of detecting visible rather than mid-IR photons, this SPIDER implementation is also simpler to implement than the conventional variant (Fig. 3(c)), because the mid-IR part of the setup simply consists of focusing the mid-IR beam onto the nonlinear crystal. Furthermore, this method can be efficiently integrated into multidimensional [60] or pump–probe [61] experiments. After characterizing the local-oscillator or probe pulse in situ, the experiment can proceed by blocking one of the chirped 800 nm pulses, which turns the setup into an up-conversion mid-IR spectrometer [17,62,63].

### B. Time-Encoded Arrangement SPIDER

As mentioned in Subsection 3.C, rather than using frequency, some SPIDER variants employ either space [4,5] or time delay [8] to encode the phase in interference fringes. In this section, we discuss the mid-IR CPU implementation of the time-domain version, known as two-dimensional spectral shearing interferometry (2DSI) [8]. In the following, we will refer to 2DSI as time-encoded arrangement (TEA) SPIDER, in order to avoid confusion with other 2D shearing methods such as spatially encoded arrangement (SEA) SPIDER [4,5]. As shown in Fig. 5, the CPU implementation of TEA SPIDER is very simple. A TEA SPIDER setup is the same as a spectrally resolved CPU experiment, with the addition of an interferometer to the 800 nm path to create two chirped 800 nm pulses with a controlled time delay. In exchange for the simpler optical design, measuring the spectral phase requires the acquisition of a set of spectra for varying 800 nm pulse delay rather than a single spectrum.

In our experiment, the spectra are acquired individually at the 1 kHz laser repetition rate using a 1340 \( \times \) 100 pixel, front-illuminated CCD camera with 16 bit, 2 MHz analog-to-digital conversion (Roper Scientific). To acquire spectra at 1 kHz, we limited the active chip to 20 lines, which were vertically binned and packed into virtual images of 1340 \( \times \) 100 pixels corresponding to 100 consecutive laser shots using a custom Labview driver (SITK for Labview, R Cubed). The position of the translation stage (Lot Oriel) was simultaneously recorded for each laser shot by monitoring the dc-motor quadrature encoder with a counter. Figure 6 shows a series of spectra obtained in the case of a mid-IR pulse of energy 1 \( \mu \)J, centered at 3.9 \( \mu \)m and intentionally chirped through dispersion in a 2 cm CaF\(_2\) window. The 800 nm pulse energy was 0.1 mJ and the second-order derivative of its spectral phase was \(-4\) ps\(^2\). Before calculation, the tilt of the fringes in the raw TEA SPIDER spectra already gives a good indication of the frequency dependence of the group delay [8]. The two-dimensional phase \( \Phi(\omega, \tau) \) of the TEA SPIDER trace reads

\[
\Phi(\omega, \tau) = \varphi(\omega - \Omega_1) - \varphi(\omega - \Omega_2) - \Omega_1 \tau = \frac{d \varphi}{d\omega} - \Omega_1 \tau,
\]

where we use the same notation as in Subsection 3.C. \( \Omega_1 \) corresponds to the instantaneous frequency of the chirped pulse travelling through the moving arm of the interferometer. By noting that a fringe corresponds to a constant value of \( \Phi \) and by isolating the group delay in the above equation, we can get the group delay by multiplying the delay \( \tau \) by \( \Omega_1/\Omega_2 \), as was done for the right-side axis of Fig. 6.

The pulse spectral phase is found by use of the same method as that illustrated in Fig. 1, which enables the retrieval of the phase from the time-domain fringes.
measured by TEA SPIDER. The reconstruction is an average over 1000 laser shots, with a shear frequency of 0.5 THz.

Figure 7 shows the mid-IR pulse intensity \(|\xi(t)|^2\) and phase \(\phi(t)\) in the time domain reconstructed from the above procedure.

Finally, we note that TEA SPIDER can be associated with spectral interferometry in the setup shown in Fig. 8, which provides a convenient method for both implementing spectral interferometry and characterizing the reference pulse in situ. Indeed, when the signal beam is blocked, the reference pulse can be characterized by use of TEA SPIDER as discussed above. Afterwards, the signal beam is unblocked, and one arm of the interferometer is blocked or the interferometer bypassed, turning the setup into a CPU mid-IR spectrometer as in Fig. 2(d), with a CCD camera rather than an HgCdTe detector array.

5. CONCLUSION

To summarize, there are many methods available for characterizing mid-IR femtosecond pulses. Deciding which method is the best depends on the associated experiment as well as on the laser source.

In terms of the laser source, the main points are the repetition rate and the availability of additional pulses. For slower repetition rates of about 10 Hz or less, single shot methods such as SPIDER or CPU ZAP SPIDER are preferable to avoid low-speed scans. In contrast, high-rate sources such as oscillators make time-domain methods such as electro-optic sampling or time-domain interferometry quite practical. Furthermore, fast-scanning methods with two oscillators at different repetition rates allow especially high data-rate characterization [64–66]. For limited pulse availability, such as at a free-electron laser where other synchronised pulses are difficult to produce, a self-referenced method such as those discussed in Section 3 is needed.

The choice of pulse characterization also depends on the requirements of the experiment. For example, the CE phase, which is important for some high-field experiments, cannot be determined by the methods discussed in Sections 3 and 4. In contrast, electro-optic sampling directly accesses the electric field and hence the CE phase. Interferometric methods are also suitable for measuring the CE phase if they use a phase-stabilized reference pulse such as might be produced by optical rectification.

When sensitivity is important, e.g., for measuring tiny echo signals encountered in multidimensional spectroscopy, interferometric methods such as those discussed in Subsection 2.B are usually appropriate due to the enhanced sensitivity resulting from homodyning with the reference pulse (local oscillator). If one prefers to avoid using a costly, HgCdTe detector array with a low number of pixels, CPU methods such as those discussed in Section 4 represent a convenient approach in the case of a CPA laser source.
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