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I. INTRODUCTION

The structure and stability of columnar vortices have received considerable attention in the past few years since they govern geophysical flow dynamics and may also structure three-dimensional turbulent flows. In geophysical flows, the planetary rotation tends to two-dimensionalize the flow as a consequence of the Taylor–Proudman theorem. The vortices then inherit a strong vertical coherence and evolve toward columnar structures like Taylor columns. Considering only two-dimensional perturbations, Carton and McWilliams\(^1\) showed that an axisymmetric vortex is unstable when the core is surrounded by an annulus of opposite vorticity. In that case, the vortex is said to be isolated, in contrast to unshielded monotonic vortices with one-signed vorticity. This pure two-dimensional instability, sometimes referred to as barotropic instability, is not the only active mechanism, for it is known since Rayleigh\(^2\) that vortices with circulation decreasing away from the core are centrifugally unstable to three-dimensional axisymmetric perturbations. The scope of the present study is to determine which mechanism between longitudinal shear and centrifugal instability dominates through a fully three-dimensional instability analysis, thereby trying to answer the questions raised by Hopfinger and van Heijst\(^3\) and Orlandi and Carnevale.\(^4\) What are the combined effects of barotropic and centrifugal instabilities?

The rotating laboratory experiments of Kloosterziel and van Heijst,\(^5\) Kloosterziel and van Heijst,\(^6\) van Heijst, Kloosterziel, and Williams,\(^7\) and Carnevale and Kloosterziel\(^8\) have provided many interesting examples of instabilities leading to the formation of stable multipolar vortices like tripole and quadrupole. When these multipolar structures were not stable, they were seen to break up into pairs of dipoles. The pure 2D stability analyses of Carton and McWilliams,\(^1\) Carnevale and Kloosterziel,\(^8\) and Orlandi and Carnevale,\(^9\) in combination with 2D numerical simulations have satisfactorily reproduced the evolution and nonlinear saturation of isolated vortices into tripole, quadrupole, as well as their possible breakup into two dipoles. It was shown that the order of the obtained multipole was determined by the “steepness” of the base-flow profile, i.e., the typical scale of the vorticity annulus surrounding the core of the vortex, a result already demonstrated by Flierl,\(^9\) using piecewise constant vorticity profiles. The azimuthal shear is therefore the mechanism that leads the multipolar formation (see Chomaz, Rabaud, and Couder\(^10\)).

Nevertheless, these pure two-dimensional stability analyses failed to account in essence for the observed differences between cyclones and anticyclones. It was indeed reported in the aforementioned literature that tripole could easily be generated from cyclones but not from anticyclones which would instead preferentially break up into two dipoles. In these rotating flows Rayleigh’s criterion for centrifugal instability has to be generalized according to Kloosterziel and van Heijst\(^5\) through inclusion of the background rotation. Kloosterziel and van Heijst\(^5\) suggested further that cyclones are centrifugally stable, whereas anticyclones are centrifugally unstable, thereby “preventing in some way the flow from achieving the right conditions for tripole formation.” The use of the generalized Rayleigh’s criterion accounts for the rapid bursting of anticyclones and not of cyclones, if one follows the latter authors and admits that the centrifugal instability (due to the combined action of background rotation and the vortex’s own vorticity), when present, develops faster and stronger than the azimuthal shear instability. The present study will confirm this view, through an extension of the two-dimensional linear instability results\(^1,4,8\) to three-dimensional perturbations of an isolated vortex in the absence of background rotation. It is believed that the main characteristics of the centrifugal instability may be understood in the absence of background rotation. In contrast to
the work of Gent and McWilliams,\textsuperscript{11} who evaluated growth rates in the f-plane quasigeostrophic limit, our study does not take into account the background rotation and should apply to vortices at high Rossby number. Smyth and McWilliams\textsuperscript{12} recently considered the nonrotating nonstratified case in the first part of their paper but treated only one relatively smooth isolated vortex. In our study the steepness parameter will be varied from smooth isolated vortices to sharp ones.

Our study might also apply to vortex columns in homogeneous fluid as might be encountered in homogeneous turbulence.\textsuperscript{13} Vortex tubes, so-called “worms,” have been seen to undergo violent helical instabilities. The bursting of worms has been proposed as a strong mechanism apt to transfer energy from large scale to small scale. The most relevant model for the locally columnar vortex is not straightforward, since experimental configurations are intricate; the vortices are often neither homogeneous, nor “lonesome”\textsuperscript{14} but in interaction with other vortices and with boundaries that may affect the whole dynamics through boundary effects as Eckman pumping. On the one hand, it was proposed that the bursting would be a manifestation of an instability due to external strain normal to the vortex axis (Saffman,\textsuperscript{15} Tsai and Widnall,\textsuperscript{16} or Eloy\textsuperscript{17}). It was also suggested by Cadot et al.,\textsuperscript{13} on the other hand, that these worms could experience vortex breakdown as usual swirling jets with weak axial flow. In none of these experiments or numerical simulations is the presence of azimuthal shear mentioned, but in their recent model experiment concerning the bursting of vortices produced by sucking the boundary layer of a channel flow, Bottausci and Petitjean\textsuperscript{18} measure a radially decreasing circulation pointing to an isolated vortex. Since this flow is highly nonhomogeneous, its dynamics will be controlled not only by the local temporal instability but also affected by the way perturbations propagate along the vortex axis.

A spatio-temporal study is therefore performed as in Delbende et al.,\textsuperscript{19} in order to determine the fastest and slowest propagating modes. The spatio-temporal selected modes are relevant in experiments where perturbations are localized due to the interaction with another coherent structure in turbulence or due to the inlet condition if the flow is open (Huerre and Rossi\textsuperscript{20}). By contrast, if perturbations are homogeneous in space, the dynamics is governed by the temporal instability. The paper, which is restricted to the study of a single columnar vortex with decreasing circulation outside the core, is organized as follows. The one-parameter family of isolated vortices introduced by Carton and McWilliams\textsuperscript{1} is explored, these vortices are fully screened since the circulation vanishes at infinity. In the case \( \alpha = 2 \) it is called a Gaussian vortex. The stability of the Gaussian vortex was first studied on the f-plane by Gent and McWilliams\textsuperscript{11} and more recently by Smyth and McWilliams.\textsuperscript{12} Flor and van Heijst\textsuperscript{21} have shown that it fits their experimental vortices.

Azimuthal velocity profiles are plotted for different parameter values \( \alpha \) in Fig. 1(a). The maximal azimuthal velocity \( u_\phi^{\text{max}} \) increases with \( \alpha \) together with its radial location \( r^{\text{max}} \). As seen in Fig. 1(b), which displays the corresponding axial vorticity \( \omega_x = (r^{-1} d(r u_\theta)/dr) \), the annulus of opposite vorticity narrows and intensifies as \( \alpha \) is increased and it can be shown that its amplitude is asymptotically proportional to \( \alpha \).

A precise examination of both the azimuthal velocity and the axial vorticity profiles allows us to determine the stability of a vortex depending on the axial and azimuthal wavenumber \( k \) and \( m \) from well-known criteria. Let us review them briefly.

(i) The two-dimensional \((k=0)\) inflectional Rayleigh theorem for azimuthal shear states that a necessary condition for the axisymmetric flow to be unstable to azimuthal Kelvin–Helmholtz shear waves is

\[
\frac{d\omega_x}{dr} = 0.
\]

The corresponding point is depicted by a full circle in the case \( \alpha = 4 \) in Fig. 1(b).

II. BASE FLOW AND PHYSICAL INSTABILITY MECHANISMS

The description of monopolar vortices is made easier through the introduction of a polar coordinate system \( r = (x,r,\theta) \), with the \( x \) axis parallel to the rotation axis. The corresponding velocity components \( u \) are denoted accordingly \((u_x,u_r,u_\theta)\). The vortex consists of a purely azimuthal flow about the \( x \) axis and is supposed to be spatially invariant in the \( x \) direction so that the velocity field can be written \( \mathbf{u} = (0,0,u_\theta(r)) \). We use the family of profiles introduced by Carton and McWilliams\textsuperscript{1} defined by the steepness parameter \( \alpha \)

\[
u_\phi^+ = U \frac{r^+}{R} \exp\left(-\left(\frac{r^+}{R}\right)^\alpha\right),
\]

where the symbol \( + \) denotes dimensional quantities, \( R \) and \( U \) are characteristic length and velocity scales, serving to form the Reynolds number

\[
\text{Re} = \frac{UR}{\nu},
\]

where \( \nu \) is the kinematic viscosity. Introducing the dimensionless variables \( r = r^+/R \) and \( u_\phi = u_\phi^+/U \), the base flow becomes

\[
u_\phi^+ = r^+ \exp\left(-r^+\right).
\]

Whatever the positive value of \( \alpha \) considered, these vortices are fully screened since the circulation vanishes at infinity. In the case \( \alpha = 2 \) it is called a Gaussian vortex. The stability of the Gaussian vortex was first studied on the f-plane by Gent and McWilliams\textsuperscript{11} and more recently by Smyth and McWilliams.\textsuperscript{12} Flor and van Heijst\textsuperscript{21} have shown that it fits their experimental vortices.
circular geometry. The physical mechanism underlying this instability is the well-known Kelvin–Helmholtz mechanism.

(ii) The axisymmetric \((m=0)\) Rayleigh\(^2\) centrifugal criterion states that a sufficient and necessary (as demonstrated by Synge\(^23\)) condition for axisymmetric instability is that the square of the circulation be decreasing 

\[
\frac{d}{dr} (ru_\theta)^2 < 0, \tag{5}
\]

which is equivalent to 

\[
u_\theta \omega_4 < 0, \tag{6}
\]

where \(\omega_4\) is the axial vorticity. The physical origin of the centrifugal instability is an unstable stratification in angular momentum. The corresponding point to the right of which the flow is centrifugally unstable is depicted by a hollow circle in the case \(a=4\) in Fig. 1(b).

(iii) Finally, the sufficient condition of Leibovich and Stewartson\(^24\) and the necessary condition of Ludwieg\(^25\) for helical perturbations \((m \neq 0, k \neq 0\) in general) to be unstable, both applying in general to vortices with axial flow, extrapolate as

\[
u_\theta \frac{d}{dr} (ru_\theta) < 0. \tag{7}
\]

This condition is identical to the Rayleigh centrifugal criterion (5), which therefore finally represents a necessary and sufficient condition for helical as well as axisymmetric instability.

These four inviscid criteria are fulfilled by the base flow for all positive values of \(a\). Therefore, when viscosity is neglected, the vortices considered in the present paper are unstable with respect to axisymmetric \((m=0)\) centrifugal modes and fully three-dimensional, helical \((m \neq 0\) and/or \(k \neq 0\)) centrifugal and shear modes, and possibly also to two-dimensional \((k=0, m \neq 0)\) shear modes. However, none of these criteria predicts which mode will dominate: our aim is precisely to understand the temporally and spatio-temporally selected wavenumber pairs \((k, m)\). Previous studies of this model (except Smyth and McWilliams in the case \(a=2\)) are restricted to the two-dimensional case, \((k=0)\). Figure 2 illustrates the structure of some instabilities with various wavenumbers \(k\) and \(m\). The vortex rotates in the direct sense according to the orientation of the \(x\) axis and the right-hand rule. The structure in (a) is an axisymmetric instability like in Taylor–Couette flow, the azimuthal deformation in (b) corresponds to a two-dimensional instability, whereas the helical structure depicted in (c) is an \(m=2\) positive helical mode. The sense of winding of a helix will be said to be positive (respectively, negative) when the product \(k \times m\) is positive (respectively, negative). For a positive helical mode, the helix is screwed in such a way that when traveling up in the positive \(x\) direction, the helix winds itself in the clockwise direction, i.e., in the negative sense of rotation.

III. GOVERNING EQUATIONS AND NUMERICAL METHOD

This section outlines the numerical method used to obtain both the temporal instability curves and the spatio-temporal results concerning the evolution of the wave packet through a single simulation.

One first expands the perturbation into normal form 

\[e^{i(kx + m\theta - \omega_m t)}, \]

where the axial and azimuthal wavenumbers \(k\) and \(m\) are assumed to be real, whereas the frequency is complex \(\omega_m = \omega_{m,r} + i \omega_{m,i}\). For each wavenumber pair \((k, m)\), the temporal stability study of the flow consists of determining the selected pulsation \(\omega_{m,r}\) and growth rate \(\omega_{m,i}\) at a given Reynolds number. This determination of the dispersion relation is usually done by solving the Orr–Sommerfeld equation. In complement to this so-called temporal instability study, the analysis of the impulse response, through the examination of the spreading of the wave packet, constitutes the so-called spatio-temporal stability analysis, leading to the distinction between absolute and convective instabilities\(^2\) when one is dealing with open flows. The usual
A. Numerical implementation

We consider the evolution of infinitesimal disturbances superimposed on the basic flow profiles and governed by the linearized incompressible Navier–Stokes equations. The viscous diffusion term acting on the basic flow has been neglected. The Reynolds number as defined in (2) is Re = 667.

We use the code described by Brancher and Chomaz and Delbende et al., adapted from the original code of Vincent and Meneguzzi. The linearized Navier–Stokes equations are projected onto $720 \times 128 \times 128$ Fourier modes along three Cartesian directions (Ox is along the axis of the vortex, Oy and Oz are two perpendicular arbitrary directions). In physical space, this corresponds to a parallelepiped mesh with resolution $dy = dz = 0.05$ and $dx = 0.1$ in a domain of lengths $L_y = L_z = 6.4$ and $L_x = 72$. Fine resolutions in the $y$- and $z$ directions are necessary owing to the small scales induced by the intensity of the shear layer which increases with $\alpha$. Such a resolution has become possible recently thanks to the NEC SX5 at IDRIS. We explored the range of steepness parameter from $\alpha = 1$ to $\alpha = 8$. $L_y = L_z$ are chosen large enough so that the confinement due to the periodicity in $y$ and $z$ is weak. Transformed into the Fourier space, the large size of the box in the axial direction, $L_x$, guarantees a high resolution $dk$ for the axial wavenumber $k$, whereas the fine resolution $dx$ gives a large cutoff wavenumber $k_c$. These resolutions have been found to be sufficient to characterize both the temporal and the spatio-temporal instabilities of the flow properly. In particular, the convergence has been checked by performing a simulation with resolution $1440 \times 196 \times 196$, and $dy = dz = 0.033$ and $dx = 0.05$ in the steepest case $\alpha = 8$ and by checking that all the quantities reported in the following vary by less than 5% in the worst case. The time step is chosen in order to verify a CFL-type numerical stability condition, $dt = 0.01$ when $dx = 0.1$.

In order to mimic a delta-function forcing in space and time, the initial conditions are chosen as in Delbende et al. and satisfactorily represent a divergence-free localized impulse of characteristic velocity perturbation amplitude 0.1 contained within a sphere of radius 0.5 and located at $x_0 = L_x/2$ (the middle of the box), $r_0 = 1$ and $\theta = 15^\circ$ in order to feed energy initially to all azimuthal wavenumbers. It should be noticed that the size of the initial impulse is a tradeoff between having a compact perturbation yielding a well-defined localization and therefore a good approximation of a Dirac function and a large, smooth enough perturbation so as to avoid the Gibbs phenomenon arising from the truncation in the Fourier space and to keep initial perturbations strictly equal to the computer round-off away from the impulse location.

At a given time, the integration of the linearized Navier–Stokes equations provides us with the full velocity and vorticity field associated with the evolution of the wave packet. We choose to characterize the wave packet solely by the perturbation in the axial velocity, and define
\[ a(x,y,z,t) = u_x(x,y,z,t). \]

Such an assumption gives access to the asymptotic temporal and spatio-temporal growth rate but restricts access only to the axial velocity component of the eigenfunctions. The use of the three components of the velocity field is possible and does not affect the procedure, but the gain is limited to the knowledge of the two extra eigenfunctions in azimuthal and radial velocity and is not worth the CPU consumption. The axial wavenumber range to \( |m| < 16 \), but we have systematically checked that no aliasing errors are introduced by this cutoff since in all simulations, modes with \(|m| > 16\) were always found to be stable.

**B. Temporal instabilities**

Since the spectrum of the initial perturbation is broad, all the azimuthal and axial wavenumbers are initially excited. The temporal evolution of each individual azimuthal and axial wavenumber may be followed through an axial and azimuthal double-Fourier transform that leads from \( a(x,r,\theta,t) \) to \( \hat{a}(k,r,m,t) \). This complex signal is integrated between \( r = 0 \) and \( r = R_{\text{max}} \)
\[
\hat{A}_m(k,t) = \left( \int_0^{R_{\text{max}}} \left| \hat{a}(k,r,m,t) \right|^2 r dr \right)^{1/2}.
\]

The temporal growth rate between \( t_1 \) and \( t_2 \) is then given by
\[
\hat{\omega}_m(k,t_1,t_2) = \frac{\ln(\hat{A}_m(k,t_2)/\hat{A}_m(k,t_1))}{t_2-t_1}.
\]

When \( t_1 \) and \( t_2 \) are large enough, the evolution of the flow is dominated for each \( k \) and \( m \) by a single mode (the most unstable mode) growing exponentially. Thus
\[
\lim_{t_1,t_2 \to \infty} \hat{\omega}_m(k,t_1,t_2) = \hat{\omega}_m(k),
\]

where \( \hat{\omega}_m(k) \) is the growth rate of the leading eigenmode.

As noticed by Delbende et al.\(^{19}\) the time increment \( t_2-t_1 \) has to be large enough in order to circumvent low-frequency oscillations due to mode interaction. In our calculations \( t_2 = 2 \times t_1 \) and \( t_1 \) is chosen in order for \( \hat{A}_m(k,t_1) \) and \( \hat{\omega}_m(k,t_1) \) to be both at least three orders of magnitudes larger than the initial amplitude \( \hat{A}_m(k,t=0) \). This is done in order to avoid spurious growth rates due to round-off errors of the Fourier transforms. This also guarantees that the transient regime has been left. In addition we check that \( \hat{\omega}_m(k,t_2,1.5 \times t_1) \), \( \hat{\omega}_m(k,t_2,2 \times t_1) \), and \( \hat{\omega}_m(k,1.5 \times t_1,2 \times t_1) \) are closer than 1% in order to ensure convergence. When these conditions are not met, we consider that our method fails in determining \( \hat{\omega}_m(k) \). This will be seen in the next section to be the case only for \( m = 1 \) at small \( k \).

The associated phase \( \hat{\phi}_m(k) \) is measured at the location \( r_0 \) of the radial impulse
\[
\hat{\phi}_m(k,t) = \arctan(\hat{a}(k,r_0,m,t)), \quad 0 \leq \hat{\phi}_m(k,t) < 2\pi.
\]

The real part of the pulsation is given by
\[
\hat{\omega}_m(k) = \frac{\hat{\phi}_m(k,t_1) - \hat{\phi}_m(k,t_2)}{t_2-t_1},
\]
as soon as \( t_3 \) and \( t_2 \) are sufficiently large to quit the transient regime. As explained in Delbende et al.\(^{19}\) the time interval \( t_3-t_2 \) is selected to be short enough to circumvent the difficulties due to the discontinuous nature of the phase function \( \hat{\phi}_m(k,t) \) whenever it reaches 0 or 2\( \pi \).

It is important to note that the real nature of the considered signal \( a(x,r,\theta,t) \) induces strong symmetries. Denoting by \( \hat{\omega}_m(k) \) the complex pulsation, the following symmetry holds:
\[
\hat{\omega}_m(-k) = -\hat{\omega}_m^*(k).
\]

In other words, there are only two and not four different perturbations of wavenumbers \( |k| \) and \( |m| \) in absolute value, singled out by the sign of the product \( k \times m \). We recover the difference between positive and negative helical modes as discussed in Sec. II. This demonstrates that it is sufficient to describe the temporal instabilities in half of the parameter space \( k-m \). Our choice, which is a common one in the literature, is to prescribe \( k \geq 0 \) and \( m \) a signed quantity. Within that convention, since the sense of winding is given by the sign of the product \( m \times k \), modes with positive \( m \) will be effectively positive helical modes [like the one in Fig. 2(c)], whereas modes with negative \( m \) will effectively correspond to negative helical modes.

**C. Spatio-temporal instabilities**

In the spatio-temporal formulation, we consider the development of the wave packet along rays of given velocity \( x/t = u_g \). In order to define the amplitude of the wave packet unambiguously, it is convenient, as in Huerre and Monkewitz\(^{30}\) or Delbende et al.\(^{19}\) to introduce the analytical complex field variable
\[
\tilde{a}(x,r,m,t) = \left[ \delta(x) + \frac{i}{\pi x} * \tilde{a}(x,r,m,t) \right],
\]

where \( \tilde{a}(x,r,m,t) \) is the azimuthal Fourier transform of \( a(x,r,\theta,t) \), \( \delta \) is the Dirac function, and the symbol \( * \) designates the convolution operator with respect to \( x \). This convolution is processed in spectral space through the so-called Hilbert transform
\[
\hat{a}(k,r,m,t) = 2H(k) \hat{\tilde{a}}(k,r,m,t),
\]

where \( H(k) \) denotes the Heaviside function. In other words, the Fourier transform of the analytical field is obtained by setting to zero all the Fourier modes of negative streamwise wavenumber. The analytical field \( \tilde{a}(x,r,m,t) \) is then obtained by an inverse axial Fourier transform from \( \hat{a}(k,r,m,t) \). The cancellation of the negative \( k \) plane is a consistent choice with the convention to consider \( k \) positive.
and $m$ signed in temporal theory instability theory as outlined above. In particular, positive helical modes correspond to $m > 0$ and negative helical modes to $m < 0$.

As in the temporal analysis, the integration of the analytical field $\tilde{a}(x,r,m,t)$ yields the amplitude $\bar{A}$ defined by

$$\bar{A}_m(x,t) = \left( \int_{r_0}^{R_{\text{max}}} |\tilde{a}(x,r,m,t)|^2 \, dr \right)^{1/2}.$$  \hspace{1cm} (16)

According to steepest-descent arguments, \(^{31}\) the long-time behavior of the wave packet along each spatio-temporal ray $x(t) = v_g t$ is

$$\bar{A}_m(x,t) \approx e^{-1/2} (\tilde{k}_m(v_g)(x-x_0) - \tilde{\omega}_m(v_g)t) \quad t \to \infty,$$  \hspace{1cm} (17)

where $\tilde{k}_m(v_g)$ and $\tilde{\omega}_m(v_g)$ represent the complex wavenumber and frequency traveling at the group velocity $v_g$, respectively. In (17), the real part of the exponential

$$\tilde{\sigma}_m(v_g) = \bar{\omega}_m(v_g) - v_g \times \tilde{k}_m(v_g),$$  \hspace{1cm} (18)

denotes the temporal growth rate observed while traveling at the group velocity $v_g$, and it can be evaluated for large $t$ directly from (17) as

$$\tilde{\sigma}_m(v_g) \approx \frac{\partial}{\partial t} \ln(t^{1/2} \bar{A}_m(v_g t + x_0, t)).$$  \hspace{1cm} (19)

As done previously in Eqs. (9)-(10), Eq. (19) is temporally discretized into

$$\tilde{\sigma}_m(v_g,t_1,t_2) = \frac{\ln(\bar{A}_m(v_g t_2 + x_0, t_2)/\bar{A}_m(v_g t_1 + x_0, t_1))}{t_2 - t_1}$$
$$+ \frac{\ln(t_2 - t_1)}{2(t_2 - t_1)}.$$  \hspace{1cm} (20)

The instants $t_1$ and $t_2$ are chosen in the same manner as for the determination of temporal growth rates. The associated phase distribution is measured at the radial location $r_0$

$$\tilde{\phi}_m(x,t) = \text{arg}(\tilde{a}(x,r_0,m,t)), \quad \text{with} \quad 0 \leq \tilde{\phi}_m(k,t) < 2\pi,$$  \hspace{1cm} (21)

and allows us to retrieve the real parts of the complex wavenumber and pulsation, $\tilde{k}_m(v_g)$ and $\tilde{\omega}_m(v_g)$, according to

$$\tilde{k}_m(v_g) \sim \frac{\tilde{\phi}_m(v_g t_2 + x_0 + \delta x, t_2) - \tilde{\phi}_m(v_g t_2 + x_0, t_2)}{\delta x},$$  \hspace{1cm} (22)

and

$$\tilde{\omega}_m(v_g) \sim \frac{\tilde{\phi}_m(v_g t_2 + x_0, t_3) - \tilde{\phi}_m(v_g t_2 + x_0, t_2)}{t_3 - t_2}. \hspace{1cm} (23)$$

Frequencies are evaluated over time increments shorter than the period of the oscillation. Note finally that $\tilde{\omega}_m(v_g)$ as well as $\tilde{k}_m(v_g)$ might also be computed if necessary. \(^{19}\)

Unfortunately, as already noticed by Delbende et al. \(^{19}\) according to signal processing theory, Hilbert transforms degrade the wave packet's localization considerably when the corresponding spectrum does not vanish at $k=0$. This results in the appearance of “tails” which apodize the wave packet outside of its main peak! In such cases, tails of the wave packet that determine the spreading velocity of the modes will still be accessible, but with less precision, by making use of the azimuthal Fourier transform $\tilde{a}(x,r,m,t)$ of the signal $a(x,r,\theta,t)$ in place of the associated analytical signal $\bar{a}(x,r,m,t)$ in steps (16) to (21) with the symbol $\tilde{\cdot}$ replacing the symbol $\sim$ on all quantities of interest.

This choice has strong implications since the demodulation is not done and all above-defined quantities will keep oscillating in time and space due to the phase variations. It also must be understood that in cases where the Hilbert transform cannot be used and the Fourier transform is used instead, positive and negative helical modes cannot be separated and the one with the largest growth rate will dominate. This can be seen for instance in the fact that, due to the real nature of $a(x,r,\theta,t)$

$$\tilde{a}(x,r,m,t) = \tilde{a}^*(x,r,-m,t),$$  \hspace{1cm} (24)

where the symbol $\ast$ denotes the complex conjugate. This implies the following relations:

$$\bar{A}_{-m}(v_g) = \bar{A}_{+m}(v_g),$$  \hspace{1cm} (25a)

$$\tilde{\sigma}_{-m}(v_g) = \tilde{\sigma}_{+m}(v_g),$$  \hspace{1cm} (25b)

$$\tilde{k}_{-m,r}(v_g) = -\tilde{k}_{+m,r}(v_g),$$  \hspace{1cm} (25c)

$$\tilde{\omega}_{-m,r}(v_g) = -\tilde{\omega}_{+m,r}(v_g).$$  \hspace{1cm} (25d)

Equation (25b) demonstrates that, within the framework of Fourier transforms, there is no distinction between the growth rate of a $+m$ mode and of its opposite $-m$. This allows us to define an overall growth rate $\tilde{\sigma}_{[m]}$ pertaining to both modes of helical order $|m|$ and opposite winding directions. As a consequence, when Fourier transforms are used there is a strong contrast with the convention adopted previously in temporal stability theory or when Hilbert transforms are used: the sign of the winding of a helical mode on a given ray $x(t) = v_g t$ is not given by the sign of $m$ but by the sign of the product, $m \times \tilde{k}_{m,r}$. One can easily verify that Eq. (24) implies that $\tilde{k}_{-m,r}(v_g) = -\tilde{k}_{m,r}(v_g)$, so that $m \times \tilde{k}_{m,r} = -m \times \tilde{k}_{-m,r}$.

D. Symmetry considerations

Since there is no advection in the streamwise direction, the problem is invariant under the transformation

$$(x,m,k,\omega) \rightarrow (-x,m,-k,\omega),$$  \hspace{1cm} (27)

or by virtue of the real nature of the signal $a(x,r,\theta,t)$ [see Eq. (13)], to

$$(x,m,k,\omega) \rightarrow (-x,-m,k^*,-\omega^*),$$  \hspace{1cm} (28)

where the symbol $\ast$ denotes the complex conjugate. When $k$ is real, as in the temporal stability framework, this leads to

$$\tilde{\omega}_{-m}(k) = -\tilde{\omega}^*_m(k).$$  \hspace{1cm} (29)
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In terms of spatio-temporal quantities, when the analytical signal is considered, one is led to the following symmetries:

\[ \tilde{A}_{-m} (-v_g) = \tilde{A}_{+m} (+v_g), \]
\[ \tilde{\sigma}_{-m} (-v_g) = \tilde{\sigma}_{+m} (+v_g), \]
\[ \tilde{k}_{-m,r} (-v_g) = \tilde{k}_{+m,r} (+v_g), \]
\[ \tilde{\omega}_{-m,r} (-v_g) = -\tilde{\omega}_{+m,r} (+v_g). \]

When the properties of the wave packet are evaluated by means of the Fourier transforms, and the trivial symmetries (25) are also invoked, one ends up with the following relations:

\[ \tilde{A}_{m} (-v_g) = \tilde{A}_{m} (+v_g), \]
\[ \tilde{\sigma}_{m} (-v_g) = \tilde{\sigma}_{m} (+v_g), \]
\[ \tilde{k}_{m,r} (-v_g) = -\tilde{k}_{m,r} (+v_g), \]
\[ \tilde{\omega}_{m,r} (-v_g) = -\tilde{\omega}_{m,r} (+v_g). \]

IV. TEMPORAL INSTABILITY

This section deals with temporal instability. As specified above, \( k \) is taken positive without loss of generality. In Fig. 3, the growth rate \( \tilde{\omega}_{m,r}(k) \) obtained by formula (9) is plotted as a function of the azimuthal wavenumber \( m \) for different values of the azimuthal wavenumber \( m \) and for a steepness parameter \( \alpha=4 \).

Since \( \tilde{\omega}_{-m,r}(k) = \tilde{\omega}_{+m,r}(k) \) [see Eq. (29)], only positive \( m \) are reported. In the two-dimensional limit \( (k=0) \), it is seen that the only unstable modes for \( \alpha=4 \) are \( m=2 \) and \( m=3 \), \( m=4 \) and larger (not shown) being stable. As suggested by Flierl,\(^9\) this shows the existence of a cutoff wavenumber \( m_{c} \), above which all wavenumbers are entirely stabilized at \( k=0 \). For direct comparison, the inviscid results obtained by Carton and McWilliams,\(^1\) Carnevale and Kloosterziel,\(^8\) and Orlandi and Carnevale\(^4\) are represented in Fig. 3(a) by full symbols. Our growth rates are slightly smaller than their inviscid growth rates because of the viscosity. In the 2D case, Orlandi and Carnevale\(^4\) have also demonstrated that the vortex is unstable only above the threshold steepness parameter of \( \alpha=1.85 \). Even if condition (4) is fulfilled as soon as \( \alpha>0 \), the threshold value of \( \alpha_{c} = 1.85 \) is consistent with (4) since it is only a necessary condition for 2D instability. We have observed that the vortex is stable at \( k=0 \) when \( \alpha=1 \) and unstable when \( \alpha=2 \), in agreement with the inviscid instability threshold \( \alpha_{c}=1.85 \), even in the presence of viscous effects.

For \( \alpha=4 \), when \( k \) increases, \( m=0 \) and \( m=1 \) modes become unstable and reach a maximum growth rate at \( k_{0} \sim 6.8 \) and \( k_{1} \sim 6.7 \). By contrast, the growth rate of the \( m=3 \) mode continuously decreases with increasing \( k \). The nature of mode \( m=2 \) is more complex, the curve of Fig. 3 presenting two local maxima at \( k \sim 2.3 \) and \( k \sim 5.5 \). For \( k \sim 2 \), the most unstable mode becomes \( m=0 \). It is noteworthy to remark that for all \( m \), the axial wavenumbers \( k \) larger than a cutoff wavenumber \( k^*_{m} \) are quenched, in contrast with the results reported by Smyth and McWilliams\(^12\) for the modes \( m=0, 1, \) and \( 2 \) when the flow is inviscid. In that case, the growth rate asymptotes to a finite value when \( k \) goes to infinity. In our study, this behavior is not observed because of the stabilizing effect of viscosity at large \( k \).

Figure 3(b) displays the frequency \( \tilde{\omega}_{m,r} \) of the instability waves as a function of \( k \). First, note that the \( m=0 \) mode is stationary, as imposed by symmetry (29). The absolute value of the frequency of the modes increases with \( m \), and it can be shown that the phase velocity \( \omega_{m}/m \) only weakly depends on \( m \). Positive helical modes \( (m>0) \) have positive frequencies and negative helical modes \( (m<0) \) have negative frequencies, so that, in a transverse plane, at a given \( x \) station, both rotate in time in the same direction as the vortex, since \( \tilde{\omega}_{m,r} \times m \) is positive. This symmetry between positive and negative \( m \) results from (29). The fact that both positive and negative helical modes rotate at the same speed and in the same direction as the vortex is in agreement with the results of Smyth and McWilliams\(^12\) for a Gaussian \((\alpha=2)\) vortex (note that the vorticity is taken negative in the core of the vortex in their study, whereas the core vorticity is positive herein).

FIG. 3. (a) Temporal growth rate \( \tilde{\omega}_{m,r}(k) \) as a function of the axial wavenumber \( k \) for \( \alpha=4 \) and various values of \( m \) \( m=0 \) (full line), \( m=1 \) (dotted-dashed), \( m=2 \) (dashed) and \( m=3 \) (dotted); full symbols on the \( k=0 \) axis correspond to the results of Carnevale and Kloosterziel (Ref. 8) for \( m=2 \) (triangle) and \( m=3 \) (square). (b) Angular frequency \( \tilde{\omega}_{m,r}(k) \) as a function of \( k \) for the same settings.
In the case $\alpha=4$, in complement to Fig. 3, Fig. 4 displays the axial velocity profile of four eigenfunctions associated with four different relevant wavenumber pairs. Figure 4(a) depicts the eigenfunction for the axisymmetric mode ($m=0$) for $k_{0max}^m=6.7$, where the growth rate is maximum, which shows two peaks. The axisymmetric mode ($m=0$) is only sensitive to the centrifugal instability, which sets in when Rayleigh’s criterion (5) is valid, i.e., to the right dashed-dotted line in Fig. 4(a) [the hollow circle in Fig. 1(b) and Fig. 4(a)]. Figure 4(a) shows that the eigenfunction presents a peak in the vicinity of the radius where the Rayleigh criterion first applies and vanishes close to the vortex center where the flow is centrifugally stable. A second peak is observed where $d\omega_r/dr=0$. Figure 4(b) depicts the eigenfunction related to a pure 2D mode with $k=0$ and $m=2$. This type of instability is known to be entirely due to azimuthal shear via the Kelvin–Helmholtz mechanism. Note that the peak is now located in the vicinity of the point where $d\omega_r/dr=0$, i.e., the point designated by a dashed vertical line and a full circle [see also Fig. 1(b)].

This peak is also close to the critical radius $r_c$ marked by a solid vertical line and defined for $m\neq 0$ such that the azimuthal phase velocity is equal to the angular velocity of the basic flow

$$\frac{\omega_m}{m} = \frac{U_0(r_c)}{r_c}. \quad (32)$$

This is consistent with the results of Smyth and McWilliams, who have noticed a strong link between the critical radius and the location of the maximum of the eigenfunction, in the case $\alpha=2$. Figures 4(c) and (d) depict eigenfunctions of helical instabilities, respectively, the $m=1$ bending mode at its most unstable wavenumber $k_{1max}=6.7$ and the $m=2$ mode for $k_{2max}=5.5$. The eigenfunctions are seen to be peaked in the region of shear denoted by the dashed vertical line, remarkably correlated to the location of the critical radius [Eq. (32)].

Let us briefly consider the effects of the Reynolds number in the case of $\alpha=5$ by considering in addition to $Re=667$ also $Re=333$ and $Re=1333$. Results are displayed in Fig. 5 for the mode $m=2$. We observe that the cutoff wavenumber $k_{2}^c$ increases with the Reynolds number like the maximal growth rate $\hat{\omega}_{2,i}^{max}$, the two-dimensional growth rate at $k=0$ gets closer to the inviscid value obtained by Carnevale and Kloosterziel (marked by a cross in Fig. 5) when the Reynolds number is increased.
Note that the Reynolds number based on the shear layer thickness is about 500 for Re=1333 (Re being based on the radius), so that it is not surprising that viscous effects are quite large on the growth rate at k=0. The fact that the cutoff wavenumber increases with the Reynolds number (Fig. 5) is in agreement with the ultraviolet catastrophe behavior shown by Smyth and McWilliams. The centrifugal instability would destabilize high wavenumbers if the fluid were inviscid, with a growth rate approaching a constant value $\sigma_m^\infty$ when k goes to infinity. When viscous effects are taken into account, a cutoff wavenumber is introduced that scales like $\sqrt{\sigma_m^\infty}$ Re. This scaling is indeed in good agreement with Fig. 5 since $(k_0^2)^2/Re$ is approximately constant, varying from 0.44 for Re=333 to 0.49 for Re=667, and to 0.54 for Re =1333.

Figure 6 is similar to Fig. 3 except that the steepness parameter is higher and equals $\alpha=7$. Modes $m=2, 3, 4, 5$ are now unstable at $k=0$; this illustrates the fact that the azimuthal cutoff wavenumber $m_a$ is increasing with $\alpha$. This becomes particularly clear in Fig. 7(b), which depicts the growth rate of each azimuthal mode at $k=0$, $(\hat{\omega}_{m,i}^0, \hat{\omega}_{m,i}^1(k = 0))$ as a function of $\alpha$. As the value of the steepness parameter $\alpha$ is increased, higher and higher azimuthal modes become unstable. This result is entirely consistent with previous studies. Flierl found that, the smaller the relative width of the outer annulus of opposite vorticity, the larger the number of unstable azimuthal modes. This might be understood by drawing an analogy with plane shear layers. The cutoff wavenumber $m_a$ is then determined by the perimeter divided by the shear thickness, which is itself inversely proportional to $\alpha$, implying that $m_a$ grows like $\alpha$. Moreover, in this two-dimensional limit, the steeper the velocity profile, the higher the wavenumber of the fastest growing mode. In the 2D limit ($k=0$), stability results of Carton and McWilliams, Carnevale and Kloosterziel, and Orlandi and Carnevale are confirmed when viscosity is added [Fig. 7(a)]. The increase in the steepness $\alpha$ is associated to an increase of the highest wave unstable at $k=0, m_a$. For $\alpha$ slightly above 6, the most unstable mode switches from $m=2$ to $m=3$.

When $k$ increases, the same trends as for $\alpha=4$ (Fig. 3) are observed in Fig. 6 for $\alpha=7$. Modes $m=0$ and $m=1$, which are stable at $k=0$, are the most unstable modes, the maximum being reached at $k \sim 8$, a value larger than for $\alpha=4$ [see also Figs. 7(b) and 7(c)]. The axisymmetric mode $m=0$ reaches the overall highest growth rate as for $\alpha=4$. As seen in Fig. 7, the most unstable mode continues being $m=0$, for all $\alpha$ tested and is closely followed by $m = 1, m=2$, and so on. The maximal growth rate $\hat{\omega}_{m,i}^{\max}$ is a monotonically decreasing function of $m$ and a monotonically increasing function of $\alpha$. Mode $m=2$ presents two local

![FIG. 6. Temporal growth rate (a) and angular frequency (b) as a function of the axial wavenumber k for $\alpha=7$ and various values of m.](image)

![FIG. 7. Effects of the steepness parameter $\alpha$. (a) Growth rate $\hat{\omega}_{m,i}^0$ at $k=0$ for $m \geq 2$; (b) maximal growth rate $\hat{\omega}_{m,i}^{\max}$ versus the steepness parameter $\alpha$ for various values of $m$; (c) $\hat{\omega}_{m,i}^{\max}$ when nonzero.](image)
maxima in \(k = 2.5\) and \(k = 7.7\), but the global maximum is the second peak in contrast to Fig. 3(a). Accordingly, in Fig. 7(c), \(k_{\text{max}}^m(a)\) presents a discontinuity in \(a = 5\) associated with a shift of the absolute maximum from the first peak to the second peak. Modes \(m = 3, m = 4, \) and \(m = 5, \) which are unstable at \(k = 0,\) achieve their maximum growth rate precisely at \(k = 0.\)

In conclusion, from the temporal stability point of view, the most intense instability is therefore the pure axisymmetric instability, for which the instability reduces to centrifugal instability.

V. SPATIO-TEMPORAL EVOLUTION OF THE WAVE PACKET

This section describes the spatio-temporal spreading of the wave packet generated by a localized impulse. As a typical example, Fig. 8(a) displays the demodulated amplitude of the wave packet \(\bar{A}_0(v_g, t)\) corresponding to the axisymmetric mode \((m = 0)\) on a semilog plot as a function of the group velocity \(v_g = x/t\) at different times.

It is seen that the wave packet only grows in a region \([v_0^- : v_0^+]\), where \(v_0^-\) and \(v_0^+\) are, respectively, the group velocity of the trailing and leading edges of the \(m = 0\) wave packet. Note that \(v_0^- = -v_0^+\) because of the symmetry property (30b). The corresponding spatio-temporal growth rate \(\bar{\sigma}_0(v_g)\) evaluated through relation (19) is depicted in Fig. 8(b). More generally, the curve \(\bar{\sigma}_m(v_g)\) contains all the information characterizing the spatio-temporal growth of the wave packet. Its extent is in fact delimited by the rays moving at the trailing and leading edge velocities, \(v_m^-\) and \(v_m^+\), along which neutral waves are observed. Formally, they might be defined by the conditions \(\bar{\sigma}_m(v_m^-) = 0\) and \(\bar{\sigma}_m(v_m^+) = 0,\) with \(v_m^- < v_m^+\). In the present case \((m = 0),\) only one connected region of unstable group velocities \([\bar{\sigma}_m(v_g) > 0]\) is observed and the velocities \(v_0^-\) and \(v_0^+\) are unambiguously defined. Let \(v_{m\text{max}}\) denote the spatio-temporal ray along which the largest temporal growth rate \(\bar{\sigma}_{m\text{max}}\) is observed. According to Delbende et al.\(^{19}\)

\[
\bar{\sigma}_{m\text{max}} = \omega_{m,i}^\text{max},
\]

i.e., the maximum temporal amplification rate coincides with its maximum spatio-temporal counterpart, which is attained for a real wavenumber \(k_{\text{max}}^m.\) This most amplified wave propagates at the real group velocity

\[
v_m = \frac{d\omega_{m,r}}{dk}(k_{\text{max}}^m).
\]

Both cross checks (33) and (34) are verified in Fig. 8(b) for \(m = 0\) since the maximum \(\bar{\sigma}_0\) is attained in \(v_0^\text{max} = 0\) for \(\bar{\sigma}_{0\text{max}} = 0.42 \pm 0.01,\) a value particular close to the temporal maximal growth rate \(\omega_{0,i}^\text{max} = 0.41 \pm 0.01.\)

As another illustrative example, Fig. 9(a) displays the logarithm of the demodulated amplitude of the \(m = +2\) and \(m = -2\) modes, \(\bar{A}_{+2}(v_g, t)\) and \(\bar{A}_{-2}(v_g, t)\) as a function of the ray velocity \(v_g = x/t\) at different times \(t\) for \(a = 4.\) In the middle of the wave packet the Hilbert transform allows us to discriminate between amplitude and phase and to properly extract the wave-packet envelope. However, in Fig. 9(a), the drawback of the application of the Hilbert transform is also seen since “tails” develop (due to the convolution with \(1/x\)) which prevent us from observing the edges of the wave packet and therefore from measuring their speed. Neither the trailing-edge velocities \(v_m^-\) nor the leading edge velocities \(v_m^+\) can be evaluated with precision. The symmetry \(\bar{A}_{-2}(v_g) = \bar{A}_{+2}(v_g)\) [see Eq. (30a)] is verified, inducing \(v_m^- = -v_m^+\) and \(v_m^+ = -v_m^-\). Despite the apodization of the wave packets, it can be expected that \(v_m^- < v_m^+ < 0\) and by symmetry \(0 < v_m^+ < v_m^-\).

In order to measure the edge velocities with accuracy, we have to resort to the wave packet amplitude defined from the initial signal without applying the demodulation with the Hilbert transform, i.e., to the amplitude \(A_{[2]},\) as defined in (26). As explained in Sec. III, the use of \(A_{[2]}\) hinders the separation of contributions of positive helical mode (usual convention \(m = +2\)) and negative helical modes (convention \(m = -2\)), this separation being left for a later section when...
the local phase will be computed and its variations followed in time. Figure 9(b) shows the amplitude $\tilde{A} \, \omega_2(v_g)$ as a function of $v_g$ for different times. The apodization suffered by the demodulated amplitude $\tilde{A} \, \omega_2$ does not hold for $\tilde{A} \, \omega_1$, and $\tilde{A} \, \omega_2$ reaches for instance $e^{-10}$ at $x/t = \pm 0.4$, whereas the Hilbert transform has artificially raised the amplitude at the same group velocity in Fig. 9(a) to $e^{-5}$, preventing us from observing properly the edges of the wave packet. Oscillations, particularly visible in the center of the wave packet, correspond to spatial variations of the local phase since no demodulation has been applied. Despite this phase jitter, the wave packet seems localized between well-defined edges outside of which the amplitude decreases with time. The determination of the edge group velocities is subjected to phase jitter due to the absence of separation of amplitude and phase, although it is less marked than in the middle of the wave packet where the signal oscillates strongly. It must be understood that the Fourier transform oscillates in regions where both the positive and the negative helical mode are unstable and therefore “mixed.” By contrast, in regions where only one sense of winding is unstable and the other quenched, as for instance in the interval $[v^-_2; v^+_2]$, the Fourier transform amplitude stops oscillating and the phase jitter is negligible. Although a better determination would be achieved by a longer time integration, necessitating in turn a larger box, the accuracy in the estimation of the edge velocities $v^-_2$ and $v^+_2$ of the overall $|m|=2$ wave packet is satisfactory. The sign of the actual winding on each edge is determined according to continuity arguments. A comparison of Figs. 9(a) and 9(b) leads us to expect that $v^-_2$ might be attributed to a negative $m = -2$ helical mode and $v^+_2$ to its positive counterpart. The edge velocities $v^-_{-2}$ and its opposite $v^+_{-2}$ may only be roughly estimated from the demodulated amplitudes in Fig. 9(a) suffering apodization, since these edges are overwhelmed by the growing part of the $|m|=2$ wave packet when the two positive and negative helical modes are mixed through the Fourier transform in Fig. 9(b).

The edge velocities defined with Hilbert transforms for the $m=0$ and $m = \pm 1$ modes and with Fourier transforms for $|m|>2$ have been systematically evaluated for various $\alpha$ in the range $\alpha \in [2;8]$ with a precision generally better than 1% and at most 5%. Overall results are displayed in Fig. 10, which compares the spreading velocities of the different azimuthal $m$ components as a function of the steepness parameter $\alpha$. For each $m$ azimuthal wavenumber pair, only the outermost edge velocity has been reported. It is seen that the mode spreading out the fastest is $|m|=2$ in the whole range of $\alpha \in [2;8]$ presently studied. Though the most amplified mode is $m=0$ in the center of the wave packet, the edges of the wave packet are formed by helical structures with $|m|=2$, no matter how intense the azimuthal shear. Implications of this physical picture are discussed in the final section.

VI. DETAILED STUDY OF THE WAVE PACKET

It was seen in the preceding section that, except for modes $m=0$ and $|m|=1$, the evaluation of $\sigma_{m}(x/t)$ is diffi-

FIG. 9. Evolution in time of the wave packet for $|m|=2$. (a) Demodulated amplitudes $\tilde{A} \, \omega_2(v_g, t)$ (continuous line) and $\tilde{A} \, \omega_2(v_g, t)$ (dotted line) of the $m = 2$ wave-packet component with respect to group-velocity $x/t$ on a semilog plot for $\alpha=4$ at different times from $t=15$, $t=18$, $t=21$, $t=24$, $t=27$ to $t = 30$. (b) Same for the amplitude $A \, \omega_2$ (without demodulation).

FIG. 10. Group velocities of the downstream and the upstream edges of the wave packet as a function of $\alpha$ for different $m$. 
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cult, since in the middle of the wave packet it should be extracted out of the Hilbert transformed amplitudes, whereas on the edges it should be extracted out of the Fourier amplitudes. Such an effort has been made in Fig. 11 for the same parameter settings as in Fig. 9.

Figure 11(a) reproduces the Hilbert- and Fourier-transformed amplitudes $\tilde{A}_{\pm 2}$ (dotted-dashed line), $\tilde{A}_{-2}$ (dashed line), and $A_{[2]}$ (full line) taken from Figs. 9(a) and 9(b) at time $t=18$. Please note the apodization of the wave packet when the Hilbert transform is used. The precise cutoff value of the group velocity $v_g$ for which the analytical signal amplitudes become irrelevant is difficult to establish on the graph at a single time. It is, however, more easily determined when the growth rate is evaluated and convergence required. Figure 11(b) depicts the growth rates calculated at $t=18$ through either Hilbert transform $\tilde{\sigma}_{\pm 2}$ and $\tilde{\sigma}_{-2}$ or Fourier transform $A_{[2]}$. For each growth rate, the convergence criterion (described in Sec. III.B) is only verified in a range of group velocities. The Hilbert-transformed growth rates converge, respectively, up- and downstream in a range between the hollow circle at $v_g=\pm 0.18$ and the hollow circle on the zero group velocity ray, whereas the Fourier-transformed growth rates converge outside the range between the two dark circles at $v_g=\pm 0.13$. There are two symmetric regions of overlap where the two determinations coincide. A “construction rule” for the composite growth rate is then defined as follows. The wave packet is made of four parts from downstream to upstream: (a) an $m=-2$ trailing edge $\tilde{\sigma}_{[2]}$; (b) the “heart” of the $m=-2$ wave packet $\tilde{\sigma}_{-2}$ (when converged); (c) the “heart” of the $m=+2$ wave packet $\tilde{\sigma}_{+2}$ (when converged); and (d) an $m=2$ leading edge $\tilde{\sigma}_{[2]}$. The wave packet splits into two parts symmetric with respect to the $v_g=0$ axis with opposite group velocities $v_{\pm 2}^{\text{max}}=-v_{-2}^{\text{max}}$ at their equal maximal growth rates and opposite edge velocities $v_{\pm 2}^{\text{max}}=-v_{-2}^{\text{max}}$: one part is mostly propagating in the positive direction (the $m=+2$ mode) and the other one mostly in the negative direction (the $m=-2$ mode). In Fig. 11(b), the maxima of the wave packets $m=\pm 2$ (respectively, $m=-2$ and $m=+2$) are depicted through dashed lines. It is seen that the cross checks of (33) and (34) are verified in a good approximation.

In Figs. 11(a) and 11(b), the edges have been labeled $m=-2$ at the trailing edge and $m=+2$ at the leading edge according to continuity arguments. To determine the spatial winding, the local wavenumber $\tilde{k}_{m,r}$ has to be computed. Figure 11(c) presents the composite local wavenumber $k_{2,r}$ corresponding to the wave packet shown in Fig. 11(b).
the preceding "construction rule" of the wave packet, one can see that $k_{2r}$, $r$ is again composed of four parts in cascade, $\tilde{k}_{-2r}$, $\tilde{k}_{-2r}$, $k_{2r}$, and $\tilde{k}_{2r}$. Since the direction of winding is given by the sign of $m$ in the inner parts of the wave packet when the Hilbert transform is performed (we hereby verify that $\tilde{k}_{m,r}$ is positive, as implicitly forced by the Hilbert transform) and by the sign of the product $\tilde{k}_{m,r} \times m$ in the outer parts when the Fourier transform is performed, Fig. 11(c) shows that the winding of the wave is positive for $v_\theta > 0$ and negative for $v_\theta < 0$. It follows in particular that the helix is screwed negatively at the trailing edge and positively at the leading edge. Figure 11(d) presents the composite frequency $\omega_{2r}$, which is again the combination of four expressions respecting the same construction rule. In the downstream part of the wave packet, the frequency is negative (as well as $m$), whereas in the upstream part the frequency is positive (as well as $m$), showing that on both edges the structure rotates in the same direction as the vortex.

The composite growth rates $\sigma_m(v_\theta)$ corresponding to different values of $m$ have been computed and may be combined for $\alpha = 4$ to produce the wave-packet envelope as reported in Fig. 12. The full wave packet has a stratified shape with the most unstable temporal mode $m = 0$ dominating in the inner part of the wave packet. Further away from the ray with zero group velocity in the positive direction $v_\theta > 0$ (respectively, negative direction $v_\theta < 0$), the mode $m = +2$ (respectively, $m = -2$) takes over in a small ray interval, quickly followed by mode $m = +1$ (respectively, $m = -1$) possessing the largest growth rate until the edges are left to the $m = +2$ (respectively, $m = -2$) mode. We have verified that the conclusions presented in Fig. 11 for $|m| = 2$ still hold for all $|m| > 0$; the $v_\theta < 0$ part of the wave packet is made of negative helical modes rotating in time in the same direction as the vortex, whereas the $v_\theta > 0$ part of the wave packet is made of positive helical modes rotating in time in the same direction as the vortex. A three-dimensional representation of the wave packet can be found in Fig. 13. On the downstream boundary of the wave packet, opposite ISO-surfaces of the vorticity reveal an $m = -2$ mode with negative winding. In the middle of the wave packet, the $m = 0$ mode is taking over, as evidenced by the rings in the middle of the wave packet.

VII. DISCUSSION AND CONCLUSIONS

This study aimed at understanding the instability and wavenumber selection mechanisms of an isolated vortex and the interplay of the centrifugal and azimuthal shear instabilities. From a temporal point of view, the centrifugal instability has been shown to dominate over the azimuthal shear...
instability since the axisymmetric ($m = 0$) mode, which is only sensitive to the centrifugal instability, is the most temporally amplified for all the steepness parameter considered. This result strongly supports the interpretation of Kloosterziel and van Heijst\textsuperscript{5} that, in the presence of background rotation, the centrifugal instability acting on anticyclones can quench the azimuthal instability and prevent the flow from developing into a tripole.

As far as the spreading of a wave packet along a columnar vortex is concerned, we have shown that the $m = +2$ mode is traveling the fastest in the positive $x$ direction, whereas $m = -2$ is symmetrically the fastest in the $x < 0$ direction. The response of an isolated vortex to a localized perturbation in space and time is therefore dominated on the edges of the perturbation by double helices twisting the vortex and propagating away from the initial location of the perturbation.

As mentioned in the Introduction, the stability of “worms”\textsuperscript{7} is still an open issue. Cadot \textit{et al.}\textsuperscript{13} suggested that the axial jet could be responsible for their explosion through a vortex breakdown phenomenon that would most likely be an axisymmetric bursting. Eloy\textsuperscript{17} focused on the role of a strain field in sustaining the elliptic instability and predicted that a single helix is the most amplified mode. Figure 13 reveals a structure of the unstable vortex which compares favorably with flow visualizations of Cadot \textit{et al.}\textsuperscript{13} They observed that worms were bursting through double-helical distortions resembling the helical $m = 2$ structures propagating the fastest on our vortex. Nevertheless, it remains to be assessed if a worm could be considered as an isolated vortex. In a less turbulent flow, Bottausci and Petitjean\textsuperscript{18} have recently reported the bursting of vortices produced by sucking the boundary layer of a channel flow. Velocity measurements show that the circulation of the vortex decreases away from the core, thereby pointing to an isolated vortex. Flow visualizations moreover indicate that destabilization and transition occur through multiple helices. This behavior is consistent with the present prediction, but a more definite statement would require the analysis of more realistic profiles since in Bottausci and Petitjean\textsuperscript{18} experiment the decrease of the circulation is very slow away from the vortex center. An analysis is in progress, which combines isolated azimuthal and axial velocity profiles characteristic of swirling jets using the same methodology as presented here.
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