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Abstract. Three datasets (the NCEP-NCAR reanalysis, the ERA-40 reanalysis and the LMDz-GCM), are used to analyze the relationships between large-scale dynamics of the stratosphere and the tropospheric planetary waves during the Northern Hemisphere (NH) winter. First, a cross-spectral analysis clarifies the time scales at which downward propagation of stratospheric anomalies occurs in the low-frequency band (that is at periods longer than 50 days). At these periods the strength of the polar vortex, measured by the 20-hPa Northern Annular Mode (NAM) index and the wave activity flux, measured by the vertical component of the Eliassen-Palm flux (EPz) from both the troposphere and the stratosphere, are significantly related with each other and in lead-lag quadrature. While, in the low-frequency band of the downward propagation, the EPz anomalies of the opposite sign around NAM extremes drive the onset and decay of NAM events, we found that the EPz anomalies in the troposphere, are significantly larger after stratospheric vortex anomalies than at any time before. This marked difference in the troposphere is related to planetary waves with zonal wavenumbers 1–3, showing that there is a tropospheric planetary wave response to the earlier state of the stratosphere at low frequencies. We also find that this effect is due to anomalies in the EPz issued from the northern midlatitudes and polar regions.
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1 Introduction

In the Northern Hemisphere (NH) middle and polar latitudes, the stratospheric variability is very pronounced during the winter months. This follows from the fact that during this period, the stratospheric winds are eastward, which permits planetary Rossby waves (zonal wavenumber 1–3) to propagate into the stratosphere (Charney and Drazin, 1961). The interaction between these waves and the large-scale flow can lead to very large changes in the mean stratospheric circulation. As planetary waves entering into the stratosphere have their origin in the troposphere, it seems reasonable to consider that the stratospheric variability is essentially a response to the tropospheric variability. This view is confirmed by the diagnostic study in Newman et al. (2001) and which shows that the anomalous state of the stratospheric polar vortex depends on the Wave Activity Flux (WAF), approximated by zonal mean eddy heat flux, entering into the stratosphere during a preceding period. In Newman et al. (2001), the periods considered typically exceed a month, with stratospheric anomalies in midwinter, affecting the stratospheric temperature in early spring.

Over the last 15 years, a large number of studies have also suggested that an anomalously strong or weak stratospheric polar vortex influences the tropospheric circulation at a later stage. The low-frequency stratospheric anomalies, measured by the Arctic Oscillation (AO) index or by the zonal-mean zonal wind ($\bar{u}$), often propagate downward at the tropopause level, and sometimes deeper into the troposphere reaching the surface (Kodera et al., 1990; Baldwin and Dunkerton, 1999; Christiansen, 2001). Again, the time scales concerned are around a month and even more, with Kodera et al. (1990) using a one month boxcar average to establish their results, Baldwin and Dunkerton (1990) a 90-day low-pass filter, and Christiansen (2001) a 30–360 day band-pass filter. Using comparable techniques and filters, the
low-frequency downward propagation in the stratosphere is also found in GCMs (Christiansen, 2001; Lott et al., 2005). The understanding of the stratospheric vacillations has been advanced by model studies such as Holton and Mass (1976), Schoeberl (1983), Christiansen (1999), Plumb and Semeniuk (2003) and Scott and Polvani (2004). They prove that the stratospheric vacillations originate from local wave-mean flow interactions, somehow reminiscent of the dynamics of the Quasi-Biennial Oscillation (QBO) in the tropical stratosphere. Interestingly, these authors have also shown that changes in the tropospheric circulation are not needed to produce the stratospheric low frequency vacillations: if the tropospheric forcing is not changed, the EP-fluxes entering in the stratosphere still vary according to the changes in the stratospheric circulation.

The significance of this problem for the surface climate was established by Thompson et al. (2002), and Polvani and Waugh (2004) who found anomalies in the surface weather a few weeks and more after the appearance of strong anomalies in the stratospheric circulation. The origin of this tropospheric signal has been much debated. It can be related to the AO descent down to the tropopause, as suggested by Baldwin and Dunkerton (1999), but one needs to understand how this signal in the low stratosphere affect the weather in the low troposphere. Among the mechanisms proposed, some are rather direct, like the remote tropospheric signature of stratospheric potential vorticity anomalies (Black, 2002; Ambaum and Hoskins, 2002), or like so called the downward control (Haynes et al., 1991; Thompson et al., 2006). Besides those “direct” effects on the troposphere, various numerical and observational studies have shown that the baroclinic instability life cycle in the troposphere is sensitive to the state of the stratosphere, and in particular to the vertical shear of the zonal wind ($\vec{u}_z$) in the lower stratosphere (Tanaka and Tognaga, 2002; Song and Robinson, 2004; Wittman et al., 2004, 2007; Limpasuvan et al., 2004, 2005).

Another possible mechanism is that the upward propagating planetary waves that themselves drive the stratosphere, can be reflected downward, hence modifying the planetary wave activity in the troposphere (e.g., Perlwitz and Harnik, 2003). In support with this, Coughlin and Tung (2005) have shown that the quasi-stationary planetary waves in the troposphere are also sensitive to the stratospheric conditions, so they can also respond to downward propagating stratospheric anomalies in zonal-mean zonal wind $\vec{u}$. Note here that the various mechanisms listed here and before are not exclusive with each other, with the “downward control” effect for instance, and the effect due to the planetary waves reinforcing each other in Song and Robinson (2004).

In a comparable line of work, Karpetchko and Nikulin (2004) have found substantial anticorrelations between the WAF averaged in time over November–December (ND, or early winter in the following) and the WAF averaged in time over January–February (JF or midwinter). In their study the WAF essentially represents the conventional Eliassen-Palm (EP) flux vector ($F^{(\phi)}$, $F^{(z)}$), but their results mainly concern its vertical component ($F^{(z)}$). They also found an increase in the midwinter tropospheric $F^{(z)}$ when the January–February polar night jet is stronger than usual and opposite. However, they did not detail to which extent the changes in the stratospheric circulation produce the changes in the WAF at a later stage. On top of this, they again implicitly used ad-hoc low pass filters, somehow hiding the ranges of frequencies at which an effect on the planetary waves due to the stratospheric circulation can be seen at a latter stage.

Because this is today a central problem in our understanding of the climate, and because each authors have used different time filters, it seems worthwhile to clarify the timescales at which the AO can be seen as propagating downward and to verify that these time-scales correspond to the time-scales at which the WAF and the AO interact with each other. This is the first objective of this paper and we emphasize here that these time scales are not related to the time it takes for anomalies to propagate from the stratosphere to the troposphere. As the reanalysis datasets are not entirely consistent from a dynamical viewpoints, we will use for this purpose two of them, the NCEP/NCAR reanalysis and the ERA40 reanalysis, and we will also use a 20-year integration done with the LMDz-GCM. The second objective of this paper is to verify that at these frequencies, there is a low-frequency relationship between the stratospheric circulation and the tropospheric planetary waves at a latter stage. We will also verify that the mechanisms suggested in the past to explain this stratospheric influence on the planetary waves, are consistently found at the time-scales and lags identified in the study.

The plan of the paper is as follows. Section 2 presents the datasets and the methods. The characteristic frequencies for the downward propagation and for the coupling between the NAM index and the WAF at different levels are analyzed by a cross-spectral analysis in Sect. 3. Section 4 identifies the tropospheric planetary wave response to the stratospheric circulation examining the difference between preceding and subsequent wave forcing about extremes in the strength of the stratospheric polar vortex. The analysis in Sect. 4 focuses on the low-frequency intraseasonal band revealed by the spectral analysis in Sect. 3, and using a low-pass filter appropriate for this frequency band. The physical mechanisms responsible for the planetary waves response to the stratospheric circulation are discussed in Sect. 5. Our main results are summarized in Sect. 6.

2 Data and method

The first database we use is the daily NCEP-NCAR reanalysis for the 1978–2005 period when satellite data is included in the reanalysis (Kalnay et al., 1996). To verify that the results obtained do not depend on the database chosen, we have also used the daily ERA-40 reanalysis for the 1978–2002
period (Uppala et al., 2005). Since the results are identical, the results from the NCEP-NCAR reanalysis are only presented here. Finally, we also perform the same analysis on the stratospheric version of the LMDz General Circulation Model presented in Lott et al. (2005). For completeness note that the LMDz GCM is a gridpoint model in the horizontal direction with a uniform resolution of 2.5° in latitude and 3.75° in longitude. The vertical resolution is in term of a hybrid sigma-pressure vertical coordinate with 50 levels and an upper boundary at near 65 km. The model results presented are from a 20 year integration forced at the lower boundary by sea surface temperature and sea ice cover that only vary along a climatological annual cycle.

For all datasets, the daily anomalies are calculated by subtracting the daily climatological annual cycle. The variability of the zonal mean state is characterized by the NAM pattern defined at each level as the leading empirical orthogonal function (EOF) of the monthly-mean zonal-mean geopotential height anomalies north of 20° N. The daily NAM index is then constructed by projecting daily zonal-mean geopotential height anomalies onto the leading EOF pattern. A positive value of the NAM index in the stratosphere corresponds to a stronger than usual polar night jet. This approach is similar to methodology suggested by Baldwin and Thompson (2009). Only difference is that the EOFs are based on monthly means here and on daily means in Baldwin and Thompson (2009) but we found that the results are not sensitive to a choice of monthly or daily means for calculation of the EOFs. The quasigeostrophic Eliassen-Palm flux in spherical coordinates \( F = (F(\phi), F(z)) \) is used as a measure of the wave activity flux (Edmon et al., 1980; Andrews et al., 1987). As an integral measure of wave fluxes for the NH we use the EP flux components averaged over the 45°–75° N,

\[
\left\{ F(\phi, z) \right\} = \int_{45}^{75} F(\phi, z) \cos \phi d\phi,
\]

where \( \phi \) is the latitude.

To focus attention on the variability of the atmosphere in specific frequency bands, we will apply a finite impulse response filter based on the sinc function. The filter kernel \( h_f \) is given by

\[
h_f(i) = \frac{\sin(2\pi f i)}{2\pi f i}, \quad -N \leq i \leq N,
\]

where \( f \) is the cutoff frequency (or the half power point in the spectral domain), and where \( 2N+1 \) is the filter length (Smith, 2002). The filter length is chosen equal to the cutoff period in days. This is an optimal choice, yielding to a rather sharp transition in the frequency domain near \( f \) but resulting in small overshoots and ringings in the step response. To minimize the Gibbs effect the filter kernel is multiplied by a Kaiser window with a sidelobe attenuation of 50 dB (Theede, 2004).

To determine the frequency band at which the NAM index and the EP flux are related with each other, we compute the coherence and phase spectra between them. The coherence spectrum is dimensionless and analogous to the conventional squared correlation coefficient that depends upon frequency. To evaluate these spectral estimates we use a “chunk” spectral estimator in the terminology of von Storch and Zwiers (1999, p. 270) and first focus onto the NH winter period and divide the data into non-overlapping samples of equal length (365 days) beginning at 1 July and ending at 30 June next year. Each sample is detrended and a cosine bell taper is applied to the first and last 90 points. For each samples of the NAM and the EP fluxes we take the Fourier transform and evaluate the individual periodograms and cross-periodograms for each year. The spectral (\( \hat{\Gamma}_{NAM} \) and \( \hat{\Gamma}_{EP} \)) and cross-spectral (\( \hat{\Gamma}_{NAM,EP} = \hat{\Lambda}_{NAM,EP} + i \hat{\Psi}_{NAM,EP} \)) estimates are obtained by averaging the individual periodograms and cross-periodograms over all years. From these spectral estimates we derive the coherence and the phase by

\[
\hat{k}_{NAM,EP} = \frac{\hat{\Gamma}_{NAM,EP}^2}{\hat{\Gamma}_{NAM} \hat{\Gamma}_{EP}},
\]

\[
\hat{\phi}_{NAM,EP} = \tan^{-1} \left( \frac{\hat{\Psi}_{NAM,EP}}{\hat{\Lambda}_{NAM,EP}} \right),
\]

respectively (for details see von Storch and Zwiers, 1999, p. 222–287).

The statistical significance for the coherence spectra are determined by a Monte-Carlo method. The Monte-Carlo test uses 500 pair of an autoregressive process of order 1 (AR1) with variance and lag 1 autocorrelation estimated from the original data. In each pair, the AR1 surrogates are independent of each other, hence, the test for the coherence spectrum evaluates in which frequency band the original series are significantly related. For each surrogate pair the coherence spectrum is estimated exactly as it is for the original series. For each frequency, this yields to 500 estimates of the coherency between two unrelated AR1 processes, and from these 500 values we collect statistics for the 95% and 99% confidence levels. Although this method does not take into account the fact that in the original data most of the variability occurs during the winter season we have verified that weighting the artificial time series by an annual cycle for the variance little affect our test (see also Christiansen, 2001). For the phase, we compute the confidence intervals using \( t \) statistics (e.g. von Storch and Zwiers, 1999, p. 285). Dividing the original data into 27 samples gives approximately 54 degrees of freedom to build this statistics.

We use a similar method to compute and test the cross correlations and the lag regressions between the filtered time series. First, a filter is applied to the original data, and then the filtered data is divided into non-overlapping “winter” samples beginning at 1 October and ending at 30 April next year. Each sample is detrended, individual cross correlations or lag
regressions are then calculated and averaged. The same sequence is applied to 500 pair of low-pass filtered AR1 surrogates independent of each other, and to estimate the 5% and 1% significance levels by a Monte-Carlo test.

3 Downward propagation and NAM-EP flux coupling

To determine the characteristic frequencies of the downward propagation in the stratosphere Fig. 1 presents the coherence and phase spectra between the NAM indices at 10 and 70 hPa. These two levels are chosen here for convenience, and because the signature of the downward propagation clearly appears between them. For the NCEP-NCAR reanalysis, the coherence between the NAM indices at 10 and 70 hPa is significant for almost all periods (Fig. 1a) and substantially increases when the period increases. According to the phase spectrum in Fig. 1b the coherence spectrum can be separated into two frequency bands. The first one is at periods longer than 50–60 days where the phase is positive thus the signal at 10 hPa leads the signal at 70 hPa indicating downward propagation. A cross-correlation analysis of the 60-day low-passed NAM index (Fig. 2a) reveals that the downward propagation of the NAM signal from 10 hPa into the lower stratosphere takes about 10 days and then a weak signal appears near the ground with a maximum at 15-day lag. The second band is approximately between 10 and 50 days where the phase has a tendency to be negative but the magnitude is hardly different from zero. A cross-correlation analysis of the 60-day high-passed NAM index (Fig. 2b) indeed shows that the high-passed NAM index is in phase at all levels i.e. there is no the downward propagation
of stratospheric anomalies at these frequencies. If we apply the same cross-spectral analysis for levels below 70 hPa the coherence at low frequencies decreases, completely disappearing at 300 hPa, and then weakly significant coherence appears near the ground. Thus the cross-spectral and cross-correlation analysis clearly shows that the downward propagation in the stratosphere occurs at periods longer than 50–60 days. We will next focus on the wave-mean flow interactions in this low-frequency band.

To investigate this in more detail we next proceed to a cross-spectral analysis between the NAM at 20 hPa and the EP flux in the lower stratosphere at 100 hPa and in the middle troposphere at 500 hPa, averaged over 45°–75° N (e.g. \( \langle F(\phi,z) \rangle \)). Similarly to the coherence between the NAM indices in Fig. 1a, the coherence between the NAM index at 20 hPa and the vertical EP flux \( \langle F(z) \rangle \) at 100 hPa in Fig. 3a increases when the frequency decreases. The corresponding phase (Fig. 3b) is positive and close to 90°. Similar results are found when \( \langle F(z) \rangle \) is taken at other levels in the lower stratosphere above 100 hPa (not shown). When the averaged vertical EP flux \( \langle F(z) \rangle \) is evaluated below 100 hPa, the coherence decreases, but remains significant in several frequency bands, including the low-frequency band of the downward propagation at periods longer than 50 days (see for instance Fig. 3c). The phase at low frequencies is positive and significantly different from zero in both the stratosphere (Fig. 3b) and the troposphere (Fig. 3d), with \( \langle F(z) \rangle \) being almost in lead-lag quadrature with the NAM index. This lead-lag quadrature indicates a significant relationship where \( \langle F(z) \rangle \) is the forcing and the NAM is the response: during the NAM life-cycle the wave forcing anomalies lead the NAM anomalies of the opposite sign and follow the NAM anomalies of the same sign (see for example Christiansen, 2001; Limpasuvan et al., 2004, 2005). The same characteristic time scales of the downward propagation and the high coherence between the NAM and \( \langle F(z) \rangle \) in the stratosphere support the previous observational and model studies (Christiansen, 2001; Plumb and Semeniuk, 2003) suggesting that the downward propagation in the stratosphere is driven by low-frequency wave forcing through local wave-mean flow interaction.

In opposite to \( \langle F(z) \rangle \) the coherence between the NAM index at 20 hPa and the horizontal EP flux \( \langle F(\phi) \rangle \) at 100 hPa is largest at synoptic time scale (Fig. 4a). There is also a significant coherence in the low-frequency band, at periods longer than 100 days. In the middle troposphere (Fig. 4c) the coherence substantially decreases at synoptic time scale but increases at low frequencies. At these low frequencies,
in both the stratosphere and the troposphere, the phase between two signals is close to 180° or −180° (Fig. 4b, d), so the NAM and \( F^{(\phi)} \) are in antiphase. In this case the NAM modulates the horizontal EP flux and the \( F^{(\phi)} \) anomalies almost coincide to the NAM anomalies of the opposite sign as, for example, shown by Limpasuvan et al. (2004, 2005) using composite analysis.

The cross-spectral analysis applied to the 20-year simulation with the LMDz GCM (not shown) gives results which are almost identical to the one applied to the NCEP-NCAR reanalysis. The model reproduces well the phase and coherence between the 20-hPa NAM and the EP fluxes in both the stratosphere and the troposphere at periods longer than 50–60 days, as well as the downward propagation at the same periods. Hence the low-frequency stratospheric behaviour and the downward propagation in the LMDz GCM are essentially a response to the low-frequency variability of the wave forcing, as in the reanalyses.

While the response in the tropospheric horizontal EP flux \( F^{(\phi)} \) to stratospheric conditions is more straightforward and well documented (Limpasuvan et al., 2004, 2005) the response in the tropospheric vertical EP flux is more difficult to define. The \( F^{(z)} \) anomalies following the NAM extremes are an integral part of the NAM lifecycle, namely they drive the decay of the NAM events but they cannot be directly interpreted as stratospheric influence of the NAM on the tropospheric \( F^{(z)} \). To isolate if such an influence exist, we will next focus on the low-frequency vertical EP flux anomalies around NAM extremes and more specifically on the difference between the preceding and subsequent \( F^{(z)} \) anomalies in the troposphere.

4 NAM: preceding and subsequent wave forcing

4.1 December–January NAM

To analyse the differences between the wave property before and after stratospheric zonal mean circulation anomalies, we first follow in part Karpetchko and Nikulin (2004) and evaluate the one point correlations between the December-January (DJ) NAM index at 20 hPa and the ND \( F^{(z)} \). We then repeat the same one-point correlation with the DJ NAM but using the JF \( F^{(z)} \). For the preceding period and for the NCEP-NCAR reanalysis in Fig. 5a, we find a negative correlation in most places in the troposphere and in the stratosphere. In contrast, for the subsequent period in Fig. 5c, the correlation is predominantly positive. This result is consistent with the fact that strong (weak) \( F^{(z)} \) precedes a weak (strong) polar vortex and then a weak (strong) \( F^{(z)} \) follows. We should note that the correlation pattern in Fig. 5c is almost identical
to the one obtained in Karpetchko and Nikulin (2004), where the correlation is keyed to the ND eddy heat flux at 20 hPa averaged over 45°–75° N rather than over the DJ NAM and where the JF eddy heat flux is shown (see their Fig. 1a). Our results here prove that the anticorrelation between the early winter wave forcing and the midwinter wave forcing found by these authors is associated with anomalies in the stratospheric NAM occurring between these periods.

If we now examine the Fig. 5a and c with more details and in the stratosphere, we can notice that they present noticeable difference in the lat-altitude distribution of the vertical EP flux. In the stratosphere, the ND $F^{(2)}$ in Fig. 5a is anticorrelated with the 20-hPa NAM over a large domain (50°–80° N) corresponding to the stratospheric jet. On the contrary, and still in the stratosphere, the correlation pattern between the 20-hPa NAM and the JF $F^{(2)}$ has a dipole structure with positive and negative correlation located equatorward and poleward of the stratospheric jet respectively. These differences in the spatial distribution of the correlations are related to the existence of the polar and midlatitude waveguides (Dickinson, 1968; Nikulin and Karpechko, 2005). Depending on the high-latitude structure of zonal wind after a NAM event, upward propagating waves from the troposphere can be refracted either to the midlatitude stratosphere (a strong polar night jet) or to the polar stratosphere (a weak polar night jet).

If we move down to the troposphere, the differences between the preceding period and the subsequent period are even more pronounced. In particular, in the subsequent

---

**Fig. 5.** Correlation between the December–January NAM index at 20 hPa and the vertical EP flux ($F^{(2)}$) anomalies. (a–b) $F^{(2)}$ is averaged over November–December; (c–d) $F^{(2)}$ is averaged over January–February; (a–c) NCEP-NCAR reanalysis; and (b–d) LMDz-GCM. The thick black line is the position of the maximum zonal mean zonal wind at each level and the dashed line is the tropopause. Contours and shading as in Fig. 2.
Fig. 6. Cross correlation of the 60-day low-passed NAM index at 20 hPa with itself and with the 60-day low-passed vertical EP flux anomalies averaged over 45°–75° N. The (top two plots) NCEP-NCAR reanalysis and the (bottom two plots) LMDz GCM. Contours and shading as in Fig. 2.

period in Fig. 5c and between 60° and 80° N, there is a strong tropospheric correlation with the stratospheric NAM, which has almost no counterpart of opposite sign in Fig. 5a, that is in early winter. Since the middle and lower stratosphere is much more disturbed after a 20-hPa NAM event, this difference in the correlation patterns suggests that the stratospheric circulation affects the tropospheric $F(z)$ at a later stage.

The same one-point correlations for the LMDz GCM are shown in Fig. 5b, d. The LMDz GCM reproduces that in ND the negative correlation in the extratropical stratosphere (Fig. 5b) is stronger in amplitude than the opposing positive correlation found in JF (Fig. 5d). Note also, that in the LMDz GCM, there is a strong tropospheric correlation in midwinter (JF, Fig. 5d) which has no opposing counterpart in early winter (ND, Fig. 5b). Although less pronounced than in the reanalysis, this difference in the troposphere suggests that there is a dynamical influence of the stratosphere on the troposphere in the model as well.

Finally, to determine which waves are responsible for the $F(z)$ correlation in Fig. 5, we have partitioned the total $F(z)$ into $F^{(c)}$ due to planetary-scale waves (zonal wavenumber 1–3) which dominate in the stratosphere, and $F^{(s)}$ due to the smaller-scale waves 4–7 which play a role in the troposphere. This partitioning shows that the waves 1–3 are the main contributor to the observed correlation patterns at least north of 45° N for both the reanalysis and the LMDz GCM. Only the negative correlation in the subtropical lower stratosphere for JF (Fig. 5c and d) is related to the waves 4–7.
4.2 Daily low-passed NAM

The two-month boxcar average used in Fig. 5 is equivalent to applying a low-pass filter with half-power point at 100 days. It therefore cuts off a considerable part of the spectrum where the coherences seen in Fig. 3 are significant, that is for all the periods longer than 10 days. It also excludes a part of the downward propagating NAM signal which starts to propagate downward at periodicities longer than 50 days (see the thin vertical line in Fig. 1b). To capture both effects more completely, and also to select the whole winter period for the NAM than JF only, we next filter all our daily series with the 60-day low-pass filter given in Eq. (2).

Figure 6 shows the cross correlation of the daily NAM index at 20 hPa with itself (thick lines in the top panels) and with the daily vertical EP flux averaged over 45°–75°N \( \langle F(z) \rangle \). Again, the reanalysis (top panels in Fig. 6) and the LMDz GCM (bottom panels in Fig. 6) are in good agreement with each other. In the stratosphere the strongest negative correlations are observed when the EP flux \( \langle F(z) \rangle \) leads the NAM index by about 20 days, while the strongest positive correlations are found when \( \langle F(z) \rangle \) follows the NAM index by about 25 days. In the troposphere, the correlations in Fig. 6 are in general weaker than the stratospheric ones, but the values are still significant at both positive and negative lags. Note nevertheless, that the tropospheric correlations at positive lags are much larger in amplitude than those at negative lags, which is not the case in the stratosphere.

To determine the spatial distribution of the wave response, Fig. 7 presents the cross correlation of the 20-hPa NAM with \( F(z) \) in the latitude-pressure plane. For the NCEP-NCAR reanalysis the correlations are about maxima in the stratosphere.
at lags $-25$ days (Fig. 7a) and $25$ days (Fig. 7d), in agreement with the results in Fig. 6. In the stratosphere, the maximum absolute value of correlation at negative lag is around 0.6, and almost equal to the value at positive lag. On the contrary, the correlation in the troposphere at positive lag is very pronounced in the polar latitudes while at negative lag the correlation in the troposphere is much smaller (Fig. 7a–b). In the troposphere the signal appears near lag $-10$ days north of $70^\circ$ N (Fig. 7b) and then extends equatorward reaching the maximum at lag $10$ days near $400$ hPa and $70^\circ$ N (Fig. 7c). As for the results for the two month averaging, it is the waves with zonal wavenumber 1–3 that contribute to the cross-correlation patterns based on the low-passed daily data in Figs. 6 and 7.

The same analysis for the LMDz GCM (not shown) also reveals a positive and significant tropospheric signal in $F^{(z)}$ after a NAM event, centred around $60^\circ$ N. It is also larger in amplitude than the negative tropospheric signal seen before. Nevertheless, the difference in amplitude between the $F^{(z)}$ anomalies occurring after and before NAM events is not as pronounced as it is in the reanalysis dataset. As for the reanalysis the tropospheric signals in the LMDz GCM are associated with the planetary waves 1–3.

When a time-series drives in part the changes in a second one (like here the tropospheric $F^{(z)}$ driving the NAM index) it is quite normal to find a correlation of opposite sign between the second series and the first at negative and positive lags. These does not necessarily witness that there is feedback of the second series on the first one (see for instance von Storch and Zwiers, 1999, p. 238). What is more meaningful in our context, is that in the troposphere, the positive anomalies at positive lags in Figs. 6 and 7 are much larger in amplitude than the negative anomalies found at negative lags. Accordingly, and providing that this difference in amplitude between the tropospheric values of $F^{(z)}$ is significant, it is this difference in amplitude that we will interpret as a feedback of the stratosphere on the tropospheric wave forcing.

To test whether these differences are significant, we next consider the lagged regression of the vertical EP flux over $45^\circ$–$75^\circ$ N ($F^{(z)}$) onto the 20-hPa NAM index. We choose to test the lagged regression in the stratosphere at 100 hPa, and in the troposphere at 400 hPa. We also include in the test, the lagged regression between the EP flux $F^{(z)}$ and the 20-hPa NAM at one point (400 hPa, $70^\circ$ N) where the strongest positive cross correlations are found in Fig. 7c. For the lagged regressions chosen (see Fig. 8), we identify the positive lag at which the regression is maximum and the negative lag at which it is minimum. We then take values of the regression at these negative ($r_{\text{min}}$) and positive ($r_{\text{max}}$) lags for each year. Two samples $R_{\text{min}}$ and $R_{\text{max}}$ are not independent of each of other, since the positive values follow the negative ones during the NAM life cycle. Therefore we apply a one-side paired difference $t$-test with the null hypothesis $H_0: |R_{\text{max}}| - |R_{\text{min}}| \leq 0$.

The estimated $p$-values in Table 1 give a strong evidence to reject the null hypothesis confirming that for the NCEP-NCAR reanalysis the tropospheric EP flux anomalies after a NAM event are significantly larger in amplitude than those before, especially in the polar region. However, there is no evidence that an increase in the tropospheric EP flux caused by the stratospheric circulation has a corresponding increase in the stratosphere. The same test applied to the LMDz GCM results shows that the difference between positive and negative lags is less significant in the troposphere. The most significant result is for the regression between the 20-hPa NAM and the 500-hPa $F^{(z)}$, where the difference between the maximum regression at positive lag and the minimum regression at negative lag, is significant at the 15% level (not shown).
Fig. 9. Cross correlation of the 60-day low-passed NAM index at 20 hPa with the 60-day low-passed anomalies of (a) zonal mean zonal wind and (b) zonal mean zonal wind shear at lag 10 days. Contours and shading as in Fig. 2. The NCEP-NCAR reanalysis.

Table 1. Minimum and maximum lagged regression between the 60-day low-passed vertical EP flux anomalies and the 60-day low-passed normalized NAM index at 20 hPa $[10^4 \text{ kg m}^{-1} \text{ s}^{-2}]$, lag in days, and p-values for the one-side paired difference $t$-test with the null hypothesis $H_0: |R_{\text{max}}| - |R_{\text{min}}| \leq 0$. The NCEP-NCAR reanalysis.

<table>
<thead>
<tr>
<th>EP flux</th>
<th>$R_{\text{min}}$ (lag)</th>
<th>$R_{\text{max}}$ (lag)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$45^\circ-75^\circ$ N, 100 hPa</td>
<td>$-1.67 \ (-19)$</td>
<td>$1.44 \ (27)$</td>
<td>0.988</td>
</tr>
<tr>
<td>$45^\circ-75^\circ$ N, 400 hPa</td>
<td>$-1.91 \ (-35)$</td>
<td>$3.27 \ (16)$</td>
<td>0.001</td>
</tr>
<tr>
<td>$70^\circ$ N, 400 hPa</td>
<td>$-2.62 \ (-43)$</td>
<td>$4.69 \ (11)$</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

5 Discussion

In the past, at least two dynamical mechanisms have been proposed to explain the tropospheric planetary waves response to the state of the stratosphere. We will next analyse if the large-scale conditions these mechanisms request are satisfied in the frequency domain we have focused on.

The first mechanism is the modulation of the quasi-stationary planetary waves by the zonal mean state. It is related to the fact that in the troposphere, the amplitude of quasi-stationary planetary waves is a function of the amplitude of the zonal wind $\bar{u}$ and that even a small change in $\bar{u}$, can lead to large changes in the amplitude of the quasi-stationary waves (Branstator, 1984; Nigam and Lindzen, 1989; Kang, 1990; Ting et al., 1996; DeWeaver and Nigam, 2000). In this framework, stronger than usual $\bar{u}$ causes an increase in the amplitude of the quasi-stationary waves. Providing that the downward propagation also influences the tropospheric $\bar{u}$ anomalies (see Kodera et al., 1990; Christiansen, 2001), we can expect this to be at work in our case as well. This point is illustrated in Fig. 9a which presents a cross correlation between the 60-day low-passed 20-hPa NAM index and the $\bar{u}$ anomalies at lag 10 days, e.g. when the maximum of the cross correlations between the NAM and the vertical EP flux was found in the polar troposphere (see Fig. 7c). Although there is no coherence in the middle and upper polar troposphere, a significant coherence is evident in the lower troposphere north of 50° N. As the modulation of the planetary wave forcing is strongly controlled by the low-level winds (Held and Ting, 1990) the Fig. 9a is consistent with the picture that stratospheric changes can affect, at a later stage, the tropospheric quasi-stationary wave forcing.

The second mechanism is related to the fact that the planetary-scale baroclinic instability in the troposphere are modulated by changes in the lower stratospheric vertical wind shear $\bar{u}_z$. Wittman et al. (2007), for instance, have shown that an increased $\bar{u}_z$ in the lower stratosphere increases the growth rates of baroclinic modes with synoptic wavenumbers 4–7. At the same time, the planetary-scale modes of baroclinic instability can also be more unstable although they grow more slowly than the synoptic ones (Tanaka and Tokinaga, 2002). If we recall that during winter, the wave-driven low-frequency anomalies in the lower stratosphere have long persistence (Baldwin et al., 2003) and can potentially influence baroclinic instability growing on timescales near a month, this mechanism can also be at work to explain our results. To check that it is indeed the case, Fig. 9b shows that at periods longer than 60 days, the stratospheric $\bar{u}_z$ anomalies are strongly correlated with the 20-hPa
NAM index, and that the signal even penetrates into the upper troposphere. This result is also consistent with recent model studies which demonstrate that high-latitude planetary wave baroclinic instabilities are more unstable when the polar vortex is stronger (Tanaka and Tokinaga, 2002; Song and Robinson, 2004). One more point in our study which is also in agreement to the model results in Tanaka and Tokinaga (2002) and Song and Robinson (2004) is that the tropospheric planetary wave response we identify is essentially confined to the polar troposphere (Fig. 7b and c here).

6 Summary

The results of this study suggest that in the low-frequency band of the downward propagation an anomalous state of the stratosphere modulates the tropospheric planetary wave signal. By means of the cross-spectral analysis, it is shown for the first time that that the downward propagation of stratospheric anomalies only occurs at periods longer than 50–60 days, which justifies the choice of various ad-hoc low-pass filters used in previous studies (e.g., Kodera et al., 1990; Baldwin and Dunkerton, 1999; Christiansen, 2001; Karpechko and Nikulin, 2004). Moreover, our results suggest that the 60-day low-pass filter applied in the study presents an optimal choice to isolate the low-frequency downward propagating part of the stratospheric anomalies from the higher-frequency part which is in phase throughout the stratosphere, i.e. shows no downward propagation.

The stratospheric NAM index approximating the variability of the zonal mean state and the vertical EP flux anomalies from the stratosphere and the troposphere are significantly related with each other, at the periods of the downward propagation. At these periods, the EP flux and the NAM are almost in lead-lag quadrature: the low-frequency EP flux anomalies of opposite sign about NAM events drive the onset and the subsequent decay of NAM events. This coincidence of characteristic frequencies for the downward propagation and for the high coherence between the NAM and the EP flux in the stratosphere clearly shows that the downward propagation in the stratosphere is the result of wave-mean flow interaction at low frequencies.

There is also a remarkable effect in the troposphere and in the same low-frequency band as indicated above. The tropospheric EP flux anomalies coherent with the stratospheric NAM index are larger in amplitude after 7–10 days following a NAM event than at any time before. Taken into account that in a simple stochastic system without feedback forcing anomalies are equal around response extremes, at periods longer than 50–60 days, a stronger (weaker) polar vortex leads to a subsequent increase (decrease) in the upward EP flux in the troposphere. At the same time there is no evidence of a corresponding increase in the upward EP flux in the stratosphere. The response of the tropospheric upward EP flux to the stratospheric conditions is confined in the northern midlatitudes and polar regions and related to waves with zonal wavenumbers 1–3 and, witnessing that there is a stratospheric influence on the low-frequency planetary waves in the troposphere.

In many aspects the stratospheric version of the LMDz GCM (Lott et al., 2005) shows results similar to the results based on the reanalysis. The model closely reproduces the characteristic frequencies of the downward propagation in the stratosphere (longer than 50–60 days) and the coherence and phase between the stratospheric NAM and the EP fluxes both in the stratosphere and troposphere. At the same time although the model also has a tendency to present tropospheric planetary wave response to the stratospheric anomalies as in the reanalysis the signature of the response is weaker and not so pronounced.
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