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We present an interface model based on two-scale homogenization to predict the coherent scattering of light by a periodic rough interface between air and a dielectric. Contrary to previous approaches where the roughnesses are replaced by a layer filled with an equivalent medium, our modeling yields effective jump conditions applying across the region containing the roughnesses. The validity of the model is inspected by comparison with direct numerics and with experimental measurements on a air/silicium rough interface near the Brewster angle. It is shown that the interface model reproduces accurately the shift in the Brewster phenomenon without any ajustable parameter, which is of practical importance in retrieval methods to get thickness or filling fraction with reliable physical values.
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1. INTRODUCTION

In 1990, Saillard and Maystre reported a quantitative numerical study of the coherent scattering of light by a rough air-dielectric interface [1]. Their observation of an angular shift of the Brewster angle was explained on the basis of physical arguments in [2, 3] and studied for random roughnesses using stochastic approaches based on the resolution of the Dyson equation satisfied by the ensemble averaged Green’s function [4, 5], for a review see [6]. It has been confirmed that the reflection coefficient of light impinging a rough interface no longer vanishes but has a minimum that is slightly shifted from the position of the Brewster angle. The angle realizing the minimum in reflection is often termed “pseudo-Brewster angle”, and it depends on the rms height surface and on the correlation length of the roughnesses. Because this perturbation approach is developed within the Rayleigh hypothesis, slightly rough surfaces are considered with small rms height compared to the incident wavelength (a classical bound for the correlation length and for the rms height is one third of the wavelength).

Alongside the development of these stochastic approaches, works have been devoted to the case of periodic or quasi periodic roughnesses. In the low frequency regime, a natural tool to describe the interaction of light with a subwavelength structure is the homogenization. As developed in [7, 8], the homogenization provides an equivalent layer of the same thickness than the roughnesses filled with an effective medium, in general inhomogeneous along the roughness direction. While random roughnesses have been studied in the limit of small roughness height, this homogenization approach is restricted to the opposite limit of deep roughnesses. This is because such homogenization (in the bulk) requires that the waves propagate over typically one, or more, wavelength in the structured medium. Thus, if the periodicity of the structure has to be small compared to wavelength, its height has to be of the same order or larger than the wavelength, and this is a limitation of these approaches, including the well known Bruggeman and Maxwell-Garnett mixture formula [9]. In the following, we shall term these models “layer models”.

In this work, we present an “interface model” based on a homogenization procedure adapted for slightly rough surfaces. While the layer models provide effective parameters reflecting the propagation properties in the roughnesses, the interface model provides parameters which encapsulate the effect of the evanescent field excited at the edges of the roughnesses. Note that these boundary layer effects exist also for large roughnesses but they can be in general neglected. More specifically, with \( h \) the period and \( e \) the height of the
We consider a periodic rough interface with boundary conditions being now the continuities of where \( \text{written for the magnetic field} \) (the continuity of the normal component of \( \text{plane wave at oblique incidence is deduced, Eq. (26). For comparison, we give the reflection coefficient in a layer model, (31), similar to that given by the anisotropic Bruggeman model. In Section 4, the validity of the models is inspected by comparison with direct numerical calculations based on modal method [12] and with experimental measurements. The results show that the interface model is able to accurately describe the scattering properties of small roughnesses when their actual geometry is considered in the model. In comparison layer models overestimate the effect of the roughnesses, leading to a larger shift in the Brewster phenomenon. The discrepancy between layer and interface models is discussed in Section 5 in the light of calculations performed for varying roughness thicknesses.

2. HOMOGENIZATION OF PERIODIC SLIGHTLY ROUGH SURFACE

We consider a periodic rough interface \( x_1 = f(x_2) \) invariant along \( x_3 \) separating the air from a dielectric region with relative permittivity \( \varepsilon_x \). We shall see that within the framework of homogenization theory, the periodic roughnesses of thickness \( h \) and spacing \( h \) can be replaced by an equivalent interface of same thickness across which effective jump conditions apply. We start with the wave equation written for the magnetic field \( H(x) \) (\( x = (x_1, x_2) \)) being polarized along \( e_3 \), which reads as

\[
\text{div} \left[ \frac{1}{\varepsilon(x)} \nabla H(x) \right] + k^2 H(x) = 0,
\]

where \( \varepsilon(x) \) is the relative permittivity which depends on space; we denote \( \varepsilon(x) = \varepsilon^- = \varepsilon, \) in the dielectric and \( \varepsilon(x) = \varepsilon^+ = 1 \) in the air, and \( k = \sqrt{\mu_0 \varepsilon_0} \omega \) is the wavenumber in the air. To Eq. (1), we have to associate boundary conditions. The boundary conditions at the air/dielectric interface are the continuities of \( H \) and of \( 1/\varepsilon \nabla H \cdot n \). Finally, once the incident wave has been defined, radiation conditions apply for the scattered field; for the time being, we do not need to specify them.

For simplicity, we shall work with the field \( C \) such that (1) is written

\[
\text{div}C(x) + k^2 H(x) = 0, \quad C(x) \equiv \frac{1}{\varepsilon(x)} \nabla H(x),
\]

with boundary conditions being now the continuities of \( H \) and of \( C \cdot n \) at the air/dielectric interface. It is easy to see that the electric field \( E = (E_1, E_2, 0) \) can be deduced from \( C \), with

\[
C_1 = -i\omega E_2, \quad C_2 = i\omega E_1,
\]

(the continuity of the normal component of \( C \) corresponds to the continuity of the tangential component of \( E \)).

As in the classical homogenization, we shall work using two systems of coordinates. Without loss of generality, we consider

\[
k = O(1), \quad \eta = h \ll 1,
\]

and we have \( \varepsilon = O(h) \). Thus \( x = (x_1, x_2) \) is the coordinate at the macroscale \( 1/k \), and we define the coordinate

\[
y = x/h,
\]

the coordinate at the microscale \( h \). Fig. 2 shows the resulting rescaling in \( y \) coordinates of the elementary cell \( Y = \left(-y_m^m, y_m^m\right) \times (-1/2, 1/2); \) the value of \( y_m^m > \varepsilon/(2h) \) is incidental, since we shall consider the limit \( y_m^m \to \infty \) in practice. We define also \( Y^+ \) and \( Y^- \) the subregions of \( Y \) occupied by the air and by the dielectric respectively.
Fig. 2. Elementary cell in \((y_1, y_2)\) coordinates. \(Y = (-y_1^m, y_1^m) \times (-1/2, 1/2)\) (and the limit \(y_1^m \rightarrow \infty\) will be considered in practice); \(Y^+\) and \(Y^-\) are the subregions of \(Y\) occupied by the air \((\varepsilon^+ = 1)\) and by the dielectric \((\varepsilon^- = \varepsilon)\) respectively.

A. Expansions of the solution in the near and far fields and matching conditions

A.1. Near and far field expansions

The idea is to define two different expansions of \((H, C)\) in the far field and in the near field of the roughnesses. In the far field, we use

\[
H = H^0(x) + \eta H^1(x) + \cdots, \quad C = C^0(x) + \eta C^1(x) + \cdots,
\]

with the terms in the expansions depending on \(x\) only which is adapted to describe the variations of the propagating waves (they vary on the wavelength scale \(1/k\)). In the near field, we use

\[
H = h^0(y, x_2) + \eta h^1(y, x_2) + \cdots, \quad C = c^0(y, x_2) + \eta c^1(y, x_2) + \cdots.
\]

with a dependence on \(y\) adapted to describe the variations of the non propagating waves (or evanescent waves) at the scale \(h\) and a dependence on \(x_2\) adapted to describe the variations of the propagating waves along the roughnesses. The terms \(h^n\) and \(c^n, n = 0, \cdots\), are assumed to be periodic with respect \(y_2\). This tells us that the field at the microscale is repeated from one cell to the other while long scale variations, at the scale of the wavelength, are handled by \(x_2\). Finally, the Eqs. (2) will be written at the orders \(\eta^{-1}\) and \(\eta^0\) in the near field, and at the orders \(\eta^0\) and \(\eta^1\) in the far field, using the differential operators which take the forms

\[
\begin{align*}
\nabla &\rightarrow \nabla_x, & \text{in the far field}, \\
\nabla &\rightarrow \frac{1}{\eta} \nabla_y + \frac{\partial}{\partial x_2} e_2, & \text{in the near field}.
\end{align*}
\]

A.2. Matching conditions

From a unique problem, we have build two applying in two different regions. Thus, we have to associate to each problem boundary conditions in order that they are well-posed. The boundary conditions on the roughnesses apply in the near field only (at each order in \(\eta\)) while the radiation conditions apply in the far field only. Thus, there are missing boundary conditions in the near field when \(y_1 \rightarrow \pm \infty\) which are the equivalent of the radiation conditions; reversely there are missing conditions in the far field when \(x_1 \rightarrow \pm \infty\), which correspond to the equivalent conditions that we are looking for (these conditions encapsulate the effect of the roughnesses). These missing boundary conditions are provided simultaneously by the so-called matching conditions which ensure the continuity of \(H\) and \(C\) to the intermediate region where the evanescent field can be considered as negligible, typically when \(|x_1| \sim O(\sqrt{\eta}) \rightarrow 0\) and thus \(|y_1| \sim O(1/\sqrt{\eta}) \rightarrow +\infty\). We thus write that \(H^0(x) + \eta H^1(x) \sim h^0(y, x_2) + \eta h^1(y, x_2)\) in this intermediate region, and identify the limits at each order in \(\eta\). Owing to the Taylor expansions \(H^0(x_1, x_2) = H^0(0^+, x_2) + x_1 \partial_{x_1} H^0(0^+, x_2) + \cdots\), we get at the order 0

\[
H^0(0^+, x_2) = \lim_{y_1^m \to +\infty} h^0(\pm y_1^m, y_2, x_2), \quad C^0(0^+, x_2) = \lim_{y_1^m \to +\infty} c^0(\pm y_1^m, y_2, x_2),
\]

and at the order 1,

\[
\begin{align*}
H^1(0^+, x_2) &= \lim_{y_1^m \to +\infty} \left[ h^1(\pm y_1^m, y_2, x_2) + y_1^m \frac{\partial H^0}{\partial x_1}(0^+, x_2) \right], \\
C^1(0^+, x_2) &= \lim_{y_1^m \to +\infty} \left[ c^1(\pm y_1^m, y_2, x_2) + y_1^m \frac{\partial C^0}{\partial x_1}(0^+, x_2) \right].
\end{align*}
\]

Finally, something has to be said on the variations of \(\varepsilon\). In the far field regions \(x_1 < 0\) and \(x_1 > 0\), \(\varepsilon = \varepsilon^-\) and \(\varepsilon = \varepsilon^+\) are constant since the far fields do not contain the roughness region. The variations of \(\varepsilon\) concern the near field only, and being periodic, we simply have \(\varepsilon(y)\) with no long scale variation of \(\varepsilon\) with \(x_2\) and with

\[
\lim_{y_1^m \to +\infty} \varepsilon(\pm y_1^m, y_2) = \varepsilon^\pm.
\]
B. The leading and first order solutions and the associated jump conditions

B.1. The solution at the order 0
In the near field, (2) gives $\nabla_y h^0 = 0$ at leading order, in $\eta^{-1}$. It follows that $h^0$ does not depend on $y$ and, from the first matching condition in (9), we deduce that

$$h^0(x_2) = H^0(0^+, x_2).$$

(12)

From (2), we also have $\text{div}_y e^0 = 0$. Integrating this equation over $Y$ and owing to the continuities $e^0 \cdot n$ at the air/dielectric interface and to the periodicity of $e^0$ w.r.t $y_2$, we get $\int dy_2 e^0(y_1^+, y_2, x_2) = \int dy_2 e^0(y_1^-, y_2, x_2)$. Then, it is sufficient to take the limit $y_1^+ \to +\infty$ in the second matching condition of (9) to get

$$C^0_2(0^+, x_2) = C^0_2(0^-, x_2).$$

(13)

At the dominant order, the roughnesses are not visible: the rough interface is equivalent to a flat interface between the air and the dielectric, with the continuities of $H^0$ and of $C^0_1$, which correspond to the usual continuities of the magnetic field and of the tangential component of the electric field from (3). To capture the effect of the roughnesses, we need to go to the next order.

B.2. Elementary problems
Before going to the next order, elementary problems have to be defined, which will make the effective interface parameters to appear. To that aim, we focus on the problem satisfied by $h^1$, which, from (2), reads as

$$\begin{cases}
\text{div}_y e^0 = 0, \quad \text{with } e^0 = \frac{1}{\epsilon(y)} \left( -\frac{\partial H^0}{\partial x_2} (0, x_2) e_2 \right), \\
\lim_{y_1 \to \pm\infty} \nabla_y h^1 = \varepsilon^\pm C^0_1(0, x_2) e_1,
\end{cases}$$

(14)

with boundary conditions being the continuities of $h^1$ and of $e^0 \cdot n$ at each air/dielectric interface. To get (14), we have used $C = 1/\epsilon \nabla_y H$ written at the order $\eta^0$ for the near field solution, and $h^0(x_2) = H^0(0, x_2)$ from (12). We also used the matching conditions $e^0(\pm\infty, y_2, x_2) = C^0_2(0, x_2) e_1 + 1/\varepsilon \partial_x H^0(0, x_2) e_2$ in (14) to get the limits of $\nabla_y h^1$. The problem (14) is linear w.r.t $\partial_x H^0(0, x_2)$ and $C^0_1(0, x_2)$, thus we can write

$$h^1(y, x_2) = C^0_1(0, x_2) h^{(1)}(y) + \frac{\partial H^0}{\partial x_2} (0, x_2) h^{(2)}(y) + \hat{h}(x_2),$$

(15)

and $h^1$ is solution of the problem (i) for any incident wave (thus any values of $\partial_x H^0(0, x_2)$ and $C^0_1(0, x_2)$), $C^0_1(0, x_2)$) if $h^{(1)}$ satisfies

$$\text{div} \left[ \frac{1}{\epsilon(y)} \nabla h^{(1)} \right] = 0, \quad \lim_{y_1 \to \pm\infty} \nabla h^{(1)} = \varepsilon^\pm e_1,$$

(16)

with $h^{(1)}$ being a $y_2$-periodic and continuous and with $1/\epsilon(y) \nabla h^{(1)} \cdot n$ being continuous at the air/dielectric interface, and (ii) if $h^{(2)}$ satisfies

$$\text{div} \left[ \frac{1}{\epsilon(y)} \nabla (h^{(2)} + y_2) \right] = 0, \quad \lim_{y_1 \to \pm\infty} \nabla h^{(2)} = 0,$$

(17)

with $h^{(2)}$ being a $y_2$-periodic and continuous and with $1/\epsilon(y) \nabla (h^{(2)} + y_2) \cdot n$ being continuous at the air/dielectric interface. The so-built elementary solutions ($h^{(1)}$, $h^{(2)}$) are defined up to a constant and can be written

$$h^{(1)}(y) = \begin{cases}
\varepsilon^- y_1 + B^- + h^{(0)}_e(y), & y_1 < 0, \\
\varepsilon^+ y_1 + B^+ + h^{(0)}_e(y), & y_1 > 0,
\end{cases} \quad \text{and } h^{(2)}(y) = h^{(2)}_e(y),$$

(18)

where $h^{(0)}_e$ and $h^{(2)}_e$ are evanescent fields vanishing at $y_1 \to \pm\infty$. Indeed, for symmetric shapes of roughnesses, $h^{(2)}$ is an odd function of $y_2$, while $h^{(1)}$ is even, thus this latter has possibly two different constants at $y_1 \to \pm\infty$. The evanescent fields, as the constant $B^+ - B^-$, depend on the shape of the roughnesses and on $\epsilon$, and the problems have to be solved numerically; we shall see in the following section that these elementary solutions make the interface parameters to appear.

B.3. Solution at order 1
The limits $H^1(0^+, x_2)$ directly follows from the first matching condition in (10), using (15) along with (18). Specifically, using that $\partial_1 H^0(0^+, x_2) = \varepsilon^\pm C^0_1(0, x_2)$, we easily obtain that

$$\begin{cases}
H^1(0^+, x_2) = B^+ C^0_1(0, x_2) + \hat{h}(x_2), \\
H^1(0^-, x_2) = B^- C^0_1(0, x_2) + \hat{h}(x_2).
\end{cases}$$

(19)

Now, we need to determine the jump in $C^1_1$. To do so, we start by integrating over $Y$ the first equation of Eqs. (2) written at order $0$ in $\eta$, that is

$$\int_Y dy \left[ \text{div}_y e^1 + \frac{\partial e^0}{\partial x_2} + H^0(0, x_2) \right] = 0.$$
We have $\int \nabla \cdot \mathbf{e}^1 = \int \nabla \cdot \mathbf{e}^1 + \mathbf{e}^1 \cdot \nabla \cdot \mathbf{e}^1$ using the continuity of $\mathbf{e}^1 \cdot \mathbf{n}$ and the periodicity of $\mathbf{e}^1$. Next, with $c_2^0 = 1 / \varepsilon \left[ \partial_y h^1 + \partial_x H^0(0, x_2) \right]$ from (14), and using (15), it is straightforward to obtain that

$$C_1^1(0^+, x_2) - C_1^1(0^-, x_2) = -\left[ \mathcal{E} \left( \varepsilon + 1 \right) \right] \left( \frac{1}{\varepsilon} - \frac{1}{\varepsilon^-} \right) + \int \nabla \cdot \mathbf{e}^1 \cdot \nabla \cdot \mathbf{e}^1 \, dy \, \frac{\partial h^{(2)}}{\partial y},$$

(21)

with $f$ the filling fraction of the roughnesses, thus the surface of the roughness equal to $S = \varepsilon h f$. In the matching conditions (10), we used that $(1 / \varepsilon) \partial_x h^1 H^0 + k^2 H^0 = -\partial_x C_1^1$ at $x_1 = 0^-$ respectively. Eventually, we also used that $h^{(1)}$ is even, from which the integral of $\partial_y h^{(1)}$ over $Y$ vanishes.

### B.4. Final jump conditions and interface parameters

To get the final form of the jump conditions, we need two additional steps. First, the conditions (12)-(13) at the order 0 and the conditions (19)-(21) at the order 1 are used to write the jump conditions on $(H^0 + \varepsilon H^1)$ and on $(C_1^1 + \varepsilon C_1^1)$ which admit the same expansions as $H$ and $C$ up to $O(\varepsilon^2)$, and at this stage, the jumps have been expressed across a zero thickness interface, namely between $x_1 = 0^-$ and $x_1 = 0^+$. It has been previously discussed that restoring the thickness of the actual interface improves the accuracy of the model, see e.g. [13, 14]. This is done by "enlarging" the equivalent interface; to do that, we define $H^{\pm} = H(\pm \varepsilon/2, x_2)$, and $H = 1/2(H^+ + H^-) + O(\varepsilon)$ with $\varepsilon = O(\eta)$ (the same for $C^{\pm}$). Next, the jump $[H] \equiv H^+ - H^- = H(0^+, x_2) - H(0^-, x_2) + O(\varepsilon^2)$, where we have used Taylor expansions of $H(\pm \varepsilon/2, x_2)$. The jump conditions at the new equivalent interface of thickness $\varepsilon$ finally read as

$$\begin{align*}
H^+ - H^- &= \frac{hB}{2} \left[ \varepsilon + \frac{\partial H^-}{\partial x_1} + \frac{\partial H^+}{\partial x_1} \right], \\
\frac{1}{\varepsilon} \frac{\partial H^+}{\partial x_1} - \frac{1}{\varepsilon^-} \frac{\partial H^-}{\partial x_1} &= \frac{hC}{2} \left[ \frac{\partial^2 H^-}{\partial x_1^2} + \frac{\partial^2 H^+}{\partial x_1^2} \right] - \frac{ek^2}{2} \left[ H^- + H^+ \right],
\end{align*}$$

(22)

with $(B, C)$ the interface parameters defined by

$$\begin{align*}
B &= B^+ - B^- + \varepsilon \frac{\partial h^{(1)}}{\partial y} \left( \varepsilon + \varepsilon^- \right), \\
C &= \varepsilon \left( \frac{\partial h^{(1)}}{\partial y} \right) + \varepsilon \left( \frac{1}{\varepsilon} - \frac{1}{\varepsilon^-} \right).
\end{align*}$$

(23)

### 3. REFLECTION BY A PERIODIC ROUGH INTERFACE

In this section, we give the reflection coefficient of an incident plane wave predicted by our interface model. For comparison, we also give the reflection coefficient predicted by a classical layer model, corresponding to the two-scale homogenization in the bulk of the roughnesses.

#### A. The interface model for roughnesses

Using the Fresnel notations, and with a time dependence $e^{\pm i\gamma}$, the solution in the homogenized problem reads as

$$H(x_1, x_2) = \begin{cases} 
\left[ e^{i\alpha(x_1+\varepsilon/2)} - r e^{-i\alpha(x_1+\varepsilon/2)} \right] e^{-i\beta x_2}, & x_1 > \varepsilon/2, \\
\left[ e^{i\gamma(x_1-\varepsilon/2)} - r e^{-i\gamma(x_1-\varepsilon/2)} \right] e^{-i\beta x_2}, & x_1 < -\varepsilon/2,
\end{cases}$$

(24)

with

$$\alpha = k \cos \theta, \quad \beta = k \sin \theta, \quad \text{and} \quad \gamma = k \sqrt{\varepsilon - \sin^2 \theta}.$$  

(25)

It is worth noting that the region $-\varepsilon/2 < x_1 < \varepsilon/2$ is not considered since the jump conditions (22) do not question this region and allows to determine the scattering coefficients $(r_{TM}, r_{TM})$ unambiguously (the homogenized problem is simply one dimensional along $x_1$). The reflection coefficient reads as

$$r_{TM} = \frac{z_1 - z_2}{z_1 + z_2},$$

(26)

with

$$\begin{align*}
z_1 &= \frac{\gamma}{\varepsilon} - (hC \beta^2 - ek^2) \left( \frac{i}{4} - \frac{hB}{\varepsilon} \right), \\
z_2 &= \frac{\alpha}{\varepsilon} \left[ 1 + iB \frac{\gamma}{4} + (hC \beta^2 - ek^2) \frac{hB}{4} \right].
\end{align*}$$

At the dominant order, we recover the reflection coefficient of a flat interface $r_0 = (\frac{\gamma}{4} - \alpha)/(\frac{\gamma}{4} + \alpha)$ vanishing at the Brewster angle

$$\theta_0 = \tan \left( \sqrt{\varepsilon} \right).$$

(27)

Then, it is easy to see that the reflected field does not vanish near the Brewster angle but presents a minimum $r_{\min}$ at $\theta = \theta_0 + O(\eta^2)$, with

$$r_{\min} = \frac{kh}{2\sqrt{\varepsilon + 1}} \left[ (1 + \varepsilon) \frac{\varepsilon}{\varepsilon} - B - \varepsilon C \right].$$

(28)
B. The classical layer model

When the classical homogenization is sought, the case of layered media yields a simple solution in the form of an equivalent homogeneous and anisotropic medium [15] and e.g. [16, 17] for practical applications. The anisotropic medium is characterized by \((\varepsilon_\parallel, \varepsilon_\perp)\) given by

\[
\varepsilon_\parallel = \frac{f}{\varepsilon_+} + \frac{(1-f)}{\varepsilon_-}, \quad \varepsilon_\perp = f\varepsilon_+ + (1-f)\varepsilon_-.
\]  

(29)

When considering the problem of the scattering of an incident plane wave for a layer of thickness \(h\) made of such effective medium and sandwiched between the substrate and the air, the component of the wavenumber along \(x_2\) in the layer is

\[
\delta = \sqrt{\varepsilon_\parallel (k^2 - \beta^2 / \varepsilon_\perp)},
\]  

(30)

being the equivalent of the component \(\gamma\) in the substrate, (25), and the reflection coefficient \(r\) reads as

\[
\left\{
\begin{array}{l}
\frac{r}{\varepsilon_+} = \frac{i\tan(\delta e)(1-\xi_1\xi_2) + (\xi_1 - \xi_2)}{i\tan(\delta e)(1 + \xi_1\xi_2) - (\xi_1 + \xi_2)}, \\
\xi_1 = \frac{\varepsilon_\parallel}{\varepsilon_+} \gamma, \quad \xi_2 = \frac{\varepsilon_\parallel}{\varepsilon_-} \gamma.
\end{array}
\right.
\]  

(31)

While this classical homogenization leads to accurate results when \(\varepsilon\) is large, which means of the order of magnitude or larger than the wavelength, it is not efficient to predict the scattering properties of a layer with \(ke \ll 1\). We shall illustrate this failure in the following section.

4. NUMERICAL AND EXPERIMENTAL VALIDATION

A. Realization and characterization of the sample and ellipsometric measurements

A grating was realized on a Si substrate using optical lithography. The pattern was obtained using Direct Writing Lithography with a focused laser beam at 405 nm defining the lines in a positive resist. This process allowed achieving a linewidth resolution of approximately 1 \(\mu m\) over an area of 1 \(\times\) 2 cm\(^2\). After development, the Si was etched using Reactive Ion Etching (RIE), with a limited process time so that vertical walls were obtained.

The measurements of the scattering properties were performed on a Woollam WVASE ellipsometer. Ellipsometry measures the ratio of the reflexion coefficients \(r_{TM}\) in TM polarization and \(r_{TE}\) in TE polarization, specifically

\[
r = \frac{r_{TM}}{r_{TE}} = \tan \psi \hat{r} \phi,
\]  

(32)

with \(\phi = \phi_{TM} - \phi_{TE}\) the phase shifts after reflexion in TM and TE polarizations, and \(\Psi = \tan(|r_{TM}|/|r_{TE}|)\) the so-called ellipsometric angle. The ellipsometer was equipped with a Fourier Transform InfraRed spectrometer as a source. The measurements were performed in the 2-20 \(\mu m\) range with a resolution of 32 cm\(^{-1}\) and at different angles selected as to follow the ellipsometric angles evolution across the Brewster’s angle. In the following, we shall analyze the results for \(\lambda > 5 \mu m\), below which higher interference orders appear, leading to Rayleigh Wood anomalies. In fact, the interference order -1 appears in the substrate at \(\lambda = 9 \mu m\), but we checked numerically that this does not affect significantly the 0 order.

Eventually, after the measurement were done, the sample was cleaved to allow for accurate measurements of the grating profile in Scanning Electron Microscopy (SEM), see Fig. 1. From the different realized SEM profiles, the shape of the periodic roughnesses appears to be almost rectangular, of width 0.86 \(\mu m\) for a grating periodicity \(h = 2.0 \mu m\), whence \(f = 0.43\), and of depth 0.313 \(\mu m\). For this geometry, and with \(\varepsilon_s = 11.7\), we computed \((B, C)\) defined by (23) and entering in the jump conditions (22) by solving the elementary problems (16) and (17), and found

\[
B = 0.519, \quad C = 0.061,
\]  

(33)

which provide the reflection coefficient in (26) without any adjustable parameter. For the layer model, we have from (29) that \(\varepsilon_\parallel = 0.607\) and \(\varepsilon_\perp = 0.178\), from which the reflection coefficient in (31) is known (also without any adjustable parameter).

B. Typical measurements of the reflection, the pseudo Brewster angle

From now on, we shall use the angles \((\psi, \phi)\) to characterize the modulus and the phase of the reflection coefficient. For reference calculations, we use direct numerics in TM and TE polarizations using a modal method similar to the RCWA [12]. Finally, to avoid additional discussion of the models, we use \((r, \hat{r})\) in Eqs. (26) and (31) from the models in TM polarization, and the reflection coefficient given by the modal calculation in TE polarization.

We start by reporting in Fig. 3 typical variations of \(\psi\) and \(\phi\) as a function of \(\theta\) (for \(\lambda = 5, 10, 15\) and 20 \(\mu m\)). The experimental measurements (open circles) are compared to the modal calculations (dashed lines) and to (i) the interface model (26) (plain lines) and (ii) the layer model (31) (dotted lines). As expected, the agreement between the modal calculations and the experiments is excellent. Next, the accuracy of the interface model is very good without any adjustable parameter, and expected it is better and better for larger and larger wavelengths. Note that this is a good news since our frequency range did not fulfilled \textit{a priori} the low frequency regime corresponding to \(\eta = \kappa h \ll 1\): indeed, with \(h = 2 \mu m\), wavelengths \(\lambda = 5, 10, 15, 20 \mu m\) correspond to \(\eta = 2.5, 1.3, 0.8, 0.6\), which
reveals an unexpected robustness of the interface model. In comparison, the layer model, without adjustable parameter, predicts significantly larger shifts of the Brewster effect than the measured ones. This overestimate of the effect of the roughnesses is confirmed using classical retrieval procedures based on EMA models (Effective Medium Approximation) of the Bruggeman type. In this case, the set of measured reflection coefficients is used in an inverse problem to retrieve \( (\varepsilon, f) \). Assuming in the EMA an equivalent isotropic layer filled with small spheres, the retrieved thickness is \( \varepsilon = 0.256 \mu m \), and assuming an equivalent anisotropic layer filled with stems, the retrieved thickness is \( \varepsilon = 0.239 \mu m \), thus about 20% smaller than the actual thickness (for both EMA, the filling fraction is correctly found, with \( f \approx 0.44 \)).

**Fig. 3.** Variation of \( \psi \) and \( \varphi \) as a function of the incidence \( \theta \) for \( \lambda = 5, 10, 15 \) and \( 20 \mu m \). Experimental measurements (blue open symbols), direct modal calculation (red dotted lines), interface model (26) (black plain lines) and classical layer model (31) (green dotted lines). For the interface and layer models, we used the actual dimensions of the sample \( e = 0.313 \mu m \), \( h = 2 \mu m \) and \( f = 0.43 \) (without ajustable parameters).

### C. Characterization of the shift in the Brewster effect

From the profiles of \( (\psi, \varphi) \), it is possible to quantify the shift in the Brewster effect. We report in Fig. 4 the minimum in the reflection modulus as a function of \( \lambda \) (to find such minimum from the experimental profiles in Figs. 3, we used a spline interpolation of the data). Again, the modal calculations and the experimental results are in good agreement. The prediction from our interface model for \( \lambda > 5 \mu m \) is rather good when compared to both the numerics and the experiments, and as previously said, it is more accurate for larger wavelength; specifically, the discrepancy with the experimental results ranges between 0.3 and 1.4\(^\circ\), corresponding to relative errors of 5 to 20%. Finally, the minimum of reflection follows reasonably a power law in \( 1/\lambda \) according to our estimate of \( r_{\min} \). (28) (this latter is reported in dashed-dotted line, and the relative better agreement with the experiments is casual). In comparison, the layer model predicts a much higher reflection, with \( \psi \) being about twice the actual one (and with a discrepancy ranging from 5 to 10\(^\circ\), the relative error is always larger than 100%).

We now move on a more subtil effect, which is the deviation in the Brewster angle \( \theta_B \) to the pseudo Brewster angle \( \theta_{PB} \). In Figs. 5, we considered two different estimations of \( \theta_{PB} \), namely (i) the angle at the minimum of the reflection modulus \( \min(\psi) \) and (ii) the angle realizing \( \varphi = 90^\circ \) (and to avoid multiple notations, we term both \( \theta_{PB} \)). Obviously, the first criterion is intuitively the more adapted to measure the shift with respect to a vanishing reflection. On the other hand, the second criterion is often used to characterize a sudden change in the scattering response, as resonance phenomena, and it has the advantage to be very precise since the large variation in the reflection phase occurs in a very short angle range (this is visible in Figs. 3). This is indeed what we observe, with a dispersion in the results coming from the experimental data much more important in Fig. 5(a) than in Fig. 5(b). Although the interface model captures the variations in \( \theta_B - \theta_{PB} \) more accurately than the layer model, this agreement remains qualitative. Indeed, the deviation in the Brewster angle follows (in both cases) a \( 1/\lambda^2 \) law for \( \lambda > 8 \mu m \). This is predicted from our interface model since (26) does not
predict a shift at the order $O(h) = O(1/\lambda)$, but we reach the limit of validity of the model derived up to $O(h^2)$ (to get quantitative predictions, one should derive the model up to $O(h^3)$). Incidentally, although the two deviations look similar, they differ in $O(1/l^2)$ law, which means that the angles realizing the minimum of reflection and realizing the 90°-reflection phase differ at the dominant order.

5. NUMERICAL STUDY OF THE INFLUENCE OF THE ROUGHNESS THICKNESS

We have stated and illustrated that the interface model is adapted to small roughness thicknesses ($ke \ll 1$) while the layer models, as the Maxwell-Garnett model, the EMA or the model of layered medium presented in the Section 3.B are adapted in the opposite limits ($ke \gg 1$). In this section, we show in more details what is happening when increasing the roughness thickness. To do so, we use comparison of the models with direct numerics; for simplicity, we consider $r_{TM}$ which is available from the direct numerics, and which is the prediction given in the models, Eqs. (26) and (31).

We computed the variations of $r_{TM}$ as a function of the incidence $\theta$ for a fixed frequency corresponding to $kh = 0.5$ and increasing the value of $e/h$. Results are reported in the top panels of Figs. 6. We observe 3 behaviors: for small thicknesses $e/h$, the interface model is the most accurate ($e/h = 0.1$) and we shall be more explicit since at this stage, this is not obvious by simple inspection of the plot. For intermediate $e/h$ values, both models experience a transition: the layer model becomes more and more accurate while the interface model becomes less and less accurate ($e/h = 0.6$ and 1.6). Eventually, for large $e/h$ values, the layer model becomes clearly the most accurate ($e/h = 4$).

From the top panels of the Figs. 6, the layer model appears reasonably predictable for all $e/h$ values if we are interested in the overall behavior of the reflection over the range (0, 90°). The reason is simple: because the effect of the roughnesses vanishes for vanishing $e/h$, the reflection for small $e/h$ is merely the same as for a flat interface, and this is obtained in both models. But if we are precisely interested in the small variations with respect to the flat case, we want to be predictable when they are the most significant,
that is near the Brewster angle. The bottom panels in Fig. 6 show the relative errors, which allows to specify the accuracy of the models. For $e/h = 0.1$, the layer model appears to be unable to describe quantitatively the small shift in $r_{TM}$ near the Brewster angle, reaching an error larger than 100%; outside this region, the error does not exceed 2% but this small discrepancy is precisely of the same order of magnitude than the small shift with respect to the flat case. To the contrary, the interface model keeps a very small error over the whole range (0,90°), with a maximum of 1.5% at the Brewster angle, otherwise less than 0.1%. Next increasing $e/h$ produces an increasing effect of the propagation effect against the boundary layer effect, and the error in the layer model becomes more and more accurate while the interface model becomes less and less accurate.

6. CONCLUSION

In this work, we have proposed and validated an interface model able to describe accurately the scattering of light by periodically roughnesses with small thickness. The typical range of validity of the model is $kh < 1$ and $e/h < 1$, although we observed that the model remains surprisingly predictive up to the first Rayleigh-Wood anomaly (in the experiments at $\lambda = 5 \mu$m). In comparison, classical layer models which consist in replacing the roughnesses by a layer filled with an effective medium are not predictive at all when the direct problem is sought.

Of course, retrieval methods can be used in which an effective thickness and an effective filling fraction are used as free parameters. However, the use of such methods is questionable if the retrieved parameters are far from the actual ones and we have seen that the retrieved thickness was significantly underestimated in our experiments (about 20%). This is why we think that the use of such layer models is unadapted. Indeed, once a retrieved thickness has been obtained for a given sample, it is not obvious that doubling the sample thickness leads to doubling the effective thickness, and if it is not the case, the retrieval method becomes simply ad hoc since it does not allow to anticipate other sample responses. More generally, tempting a model in a retrieval procedure without having validated the model in the direct problem is hazardous; it may lead to multiple local minima in the space of the retrieved parameters which simply reflect the inadequation between the real system and the model that we impose to it.
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