Tropical aspects of linear programming
Pascal Benchimol

To cite this version:


HAL Id: tel-01198482
https://hal-polytechnique.archives-ouvertes.fr/tel-01198482
Submitted on 13 Sep 2015

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Thèse présentée pour obtenir le grade de

DOCTEUR DE L’ÉCOLE POLYTECHNIQUE

Spécialité : Mathématiques appliquées

par

Pascal BENCHIMOL

Tropical aspects of linear programming

soutenue le 2 décembre 2014 devant le jury composé de :

Jérôme BOLTE Université Toulouse 1 Capitole président du jury
Francisco SANTOS Universidad de Cantabria rapporteur
Thorsten THEOBALD Goethe Universität rapporteur
Stéphane GAUBERT INRIA Saclay – École Polytechnique directeur de thèse
Xavier ALLAMIGEON INRIA Saclay – École Polytechnique co-directeur de thèse
Michael JOSWIG Technische Universität Berlin examineur
Ilia ITENBERG Université Paris 6 examineur
Antoine DEZA McMaster University examineur
## CONTENTS

3.4.1 Semi-algebraic pivoting rules ........................................... 41  
3.4.2 The tropical simplex method ........................................... 42  

4 Tropical linear programming via the simplex method .................. 45  
4.1 Tropical polyhedra ......................................................... 46  
4.1.1 Tropical convexity ..................................................... 50  
4.1.2 Homogeneization ....................................................... 52  
4.1.3 Tropical double description ........................................... 52  
4.1.4 Tropical linear programming .......................................... 56  
4.2 Generic arrangements of tropical hyperplanes ......................... 59  
4.2.1 The tangent digraph ................................................... 62  
4.2.2 Cells of an arrangement of signed tropical hyperplanes .......... 64  
4.3 The simplex method for tropical linear programming .................. 66  
4.4 Perturbation scheme ....................................................... 72  
4.4.1 Perturbation into a bounded polyhedron ............................ 75  
4.4.2 Phase I ................................................................. 77  

5 Relations between the complexity of classical and tropical linear programming via the simplex method ............... 81  
5.1 From classical to tropical linear programming .......................... 82  
5.2 A weakly polynomial tropical pivoting rule in fact performs a strongly polynomial number of iterations .................. 83  
5.3 From tropical to classical linear programming .......................... 86  
5.3.1 Edge-improving tropical linear programs ............................ 86  
5.3.2 Quantized linear programs ............................................. 87  

6 Tropical shadow-vertex rule for mean payoff games .................... 91  
6.1 The shadow-vertex pivoting rule ......................................... 91  
6.2 The Parametric Constraint-by-Constraint algorithm .................... 95  
6.2.1 Average-case analysis ................................................ 98  
6.3 Application to mean payoff games ...................................... 100  

7 Algorithmics of the tropical simplex method ............................ 103  
7.1 Pivoting between two tropical basic points ............................. 103  
7.1.1 Overview of the pivoting algorithm .................................. 104  
7.1.2 Directions of ordinary segments ..................................... 106  
7.1.3 Moving along an ordinary segment ................................... 109  
7.1.4 Incremental update of the tangent digraph ......................... 113  
7.1.5 Linear-time pivoting .................................................. 117  
7.2 Computing reduced costs .................................................. 120  
7.2.1 Symmetrized tropical semiring ...................................... 120  
7.2.2 Computing solutions of tropical Cramer systems ................. 122  
7.2.3 Tropical reduced costs as a solution of a tropical Cramer system 124
## CONTENTS

8 Tropicalizing the central path ................................................................. 127
  8.1 Description of the tropical central path ........................................... 128
    8.1.1 Dequantization of a definable family of central paths ................. 129
    8.1.2 Geometric description of the tropical central path ...................... 131
  8.2 A tropical central path can degenerate to a tropical simplex path ........ 136
  8.3 Central paths with high curvature ................................................... 137
    8.3.1 Tropical central path ............................................................. 139
    8.3.2 Curvature analysis ................................................................. 144
    8.3.3 Application to the counter-example .......................................... 146

9 Conclusion and perspectives ...................................................................... 149
Abstract

In this thesis, we present new results on the complexity of classical linear programming on the one hand, and of tropical linear programming and mean payoff games on the other hand. Our contributions lie in the study of the interplay between these two problems provided by the dequantization process. This process transforms classical linear programs into linear programs over tropical semirings, such as the $\mathbb{R} \cup \{-\infty\}$ endowed with max as addition and + as multiplication.

Concerning classical linear programming, our first contribution is a tropicalization of the simplex method. More precisely, we describe an implementation of the simplex method that, under genericity conditions, solves a linear program over an ordered field. Our implementation uses only the restricted information provided by the valuation map, which corresponds to the “orders of magnitude” of the input. Using this approach, we exhibit a class of classical linear programs over the real numbers on which the simplex method, with any pivoting rule, performs a number of iterations which is polynomial in the input size of the problem. In particular, this implies that the corresponding polyhedra have a diameter which is polynomial in the input size.

Our second contribution concerns interior point methods for classical linear programming. We disprove the continuous analog of the Hirsch conjecture proposed by Deza, Terlaky and Zinchenko, by constructing a family of linear programs with $3r + 4$ inequalities in dimension $2r + 2$ where the central path has a total curvature which is exponential in $r$. We also point out surprising features of the tropicalization of the central path. For example it has a purely geometric description, while the classical central path depends on the algebraic representation of a linear program. Moreover, the tropical central path may lie on the boundary of the tropicalization of the feasible set, and may even coincide with a path of the tropical simplex method.

Concerning tropical linear programming and mean payoff games, our main result is a new procedure to solve these problems based on the tropicalization of the simplex method. The latter readily applies to tropical linear programs satisfying genericity conditions. In order to solve arbitrary problems, we devise a new perturbation scheme. Our key tool is to use tropical semirings based on additive groups of vectors ordered lexicographically.

Then, we transfer complexity results from classical to tropical linear programming. We show that the existence of a polynomial-time pivoting rule for the classical simplex method, satisfying additional assumptions, would provide a polynomial algorithm for
tropical linear programming and thus for mean payoff games. By transferring the analysis of the shadow-vertex rule of Adler, Karp and Shamir, we also obtain the first algorithm that solves mean payoff games in polynomial time on average, assuming the distribution of the games satisfies a symmetry property.

We establish tropical counterparts of the notions of basic points and edges of a polyhedron. This yields a geometric interpretation of the tropicalization of the simplex method. As in the classical case, the tropical algorithm pivots on the graph of an arrangement of hyperplanes associated to a tropical polyhedron. This interpretation is based on a geometric connection between the cells of an arrangement of classical hyperplanes and their tropicalization. Building up on this geometric interpretation, we present algorithmic refinements of the tropical pivoting operation. We show that pivoting along an edge of a tropical polyhedron defined by \( m \) inequalities in dimension \( n \) can be done in time \( O(n(m + n)) \), a complexity similar to the classical pivoting operation. We also show that the computation of reduced costs can be done tropically in time \( O(n(m + n)) \).
Résumé

Cette thèse présente de nouveaux résultats de complexité concernant d’un côté la programmation linéaire classique, et de l’autre la programmation linéaire tropicale, cette dernière étant reliée aux jeux répétés. Les contributions proviennent de l’étude du processus de déquantisation qui relie ces deux problèmes. La déquantisation transforme les programmes linéaires classiques en programmes linéaires sur des semi-anneaux tropicaux, comme l’ensemble $\mathbb{R} \cup \{-\infty\}$ muni de max en tant qu’addition, et de $+$ en tant que multiplication.

Concernant la complexité de la programmation linéaire, notre première contribution est la tropicalisation de la méthode du simplexe. Plus précisément, nous décrivons une implémentation de la méthode du simplexe qui, sous des conditions de généralité, résoud un programme linéaire sur un corps ordonné. Cette implémentation utilise seulement l’information partielle donnée par la valuation, ce qui correspond aux “ordres de grandeur” des coefficients du problème. Cette approche permet de construire une classe de programmes linéaires réels sur lesquels la méthode du simplexe termine en un nombre d’itérations qui est polynomial en la taille de l’encodage binaire du problème, et ce indépendamment du choix de la règle de pivotage.

Notre deuxième contribution concerne les méthodes de points intérieurs pour la programmation linéaire classique. Nous réfutons l’analogue continu de la conjecture de Hirsch proposé par Deza, Terlaky et Zinchenko, en construisant une famille de programmes linéaires décrits par $3r + 4$ inégalités sur $2r + 2$ variables pour lesquels le chemin central a une courbure totale qui est exponentielle en $r$. La tropicalisation du chemin central présente des propriétés inattendues. Par exemple, le chemin central tropical peut être décrit de manière purement géométrique, alors que de manière classique le chemin central dépend de la représentation des contraintes. De plus, le chemin central tropical peut rencontrer la frontière de la tropicalisation de l’ensemble réalisable, et peut même coïncider avec un chemin suivi par la méthode du simplexe tropical.

Concernant la programmation linéaire tropicale et les jeux répétés, notre résultat principal est une nouvelle méthode pour résoudre ces problèmes, basée sur la tropicalisation de la méthode du simplexe. Cette dernière résoud directement les programmes linéaires tropicaux satisfaisant des conditions de généralités. Afin de résoudre les problèmes ne satisfaisant pas ces conditions, une technique de perturbation est utilisée. L’idée principale est d’utiliser des semi-anneaux tropicaux basés sur des groupes de vecteurs ordonnées lexicographiquement.
Nous transférons des résultats de complexité de la programmation linéaire classique vers la programmation linéaire tropicale. Nous montrons que l’existence d’une règle de pivotage polynomiale pour la méthode du simplexe classique fournirait un algorithme polynomiale pour la programmation linéaire tropicale, et donc pour les jeux répétés. En transférant l’analyse de Adler, Karp et Shamir de la règle de pivotage dite du “shadow-vertex”, nous obtenons le premier algorithme qui résoud les jeux répétés en temps polynomial en moyenne, en supposant que la distribution des jeux satisfait une propriété d’invariance.

Nous établissons une correspondance géométrique entre les cellules d’un arrangement d’hyperplans classiques et leur tropicalisation. Ceci donne une interprétation géométrique à la tropicalisation de la méthode du simplexe. Comme dans le cas classique, l’algorithme tropical pivote sur le graphe d’un arrangement d’hyperplans associé au polyèdre. Ce point de vue géométrique nous permet d’établir des raffinements algorithmiques de l’opération de pivotage tropical. Nous présentons un algorithme qui pivote le long d’une arête d’un polyèdre tropical défini par $m$ inégalités en dimension $n$ en temps $O(n(m + n))$. Nous montrons aussi que le calcul des signes des coûts réduits peut se faire tropicalement en temps $O(n(m + n))$. 
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Introduction

1.1 Context

1.1.1 Linear programming and its complexity

Linear programming is a foundation of mathematical optimization, in both its theoretical and practical aspects. A linear program seeks a minimizer of a linear form satisfying linear constraints (see Figure 1.1, left for an illustration). Several kinds of problems in operations research can be modelled within this framework. The ability to solve linear programs also serves as a building block for more general optimization problems, such as convex programming, integer programming or non-linear programming. From a more theoretical point of view, linear programming is related to the geometry and combinatorics of polyhedra.

One of the main open questions concerns the precise complexity of linear programming. The well-known simplex method, introduced by Dantzig [Dan98], moves on the vertex/edge graph (Figure 1.1 middle) of the feasible set until an optimal solution is reached. At each iteration, the next vertex is chosen by a pivoting rule. The number of iterations depends on the choice of the pivoting rule. The method is extremely effective in practice. However, pathological examples show that, for most known pivoting rules, the method can be compelled to visit exponentially many vertices.

The ellipsoid method of Khachiyan [Kha80] was a theoretical breakthrough. It proved that linear programs can be solved in polynomial-time. More precisely, the ellipsoid method solves a linear program within a time bounded by a polynomial in $L$, where $L$ is the number of bits required to describe the problem. In a nutshell, the method determines the emptiness of a polyhedron using a sequence of ellipsoids, whose volumes shrink exponentially fast. The ellipsoid method extends to arbitrary convex problems, provided that a separation oracle is known [GLS88]. Despite its theoretical appeal, the ellipsoid method is not efficient in practice.

The interior-point methods, initiated by Karmakar [Kar84], combine good practical performances with a polynomial-time worst-case complexity. These methods are driven to an optimal solution by a trajectory, called the central path, that goes through the
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Yet, it is unknown whether linear programs can be solved in strongly polynomial time. An algorithm is strongly polynomial if, given a problem described by \( n \) rational numbers, it performs a number of arithmetic operations which is polynomial in \( n \), and the space used by the algorithm is polynomial in the bit length of the input. The existence of a strongly polynomial algorithm for linear programming has been recognized by Smale as one of the mathematical problems of the 21st century [Sma98].

Since the invention of the simplex method, linear programming has been an active field of research. We mention a few significant results, and we refer to [DL11] for an overview of recent advances.

The simplex method and the diameter of polyhedra

Klee and Minty [KM72] showed that the simplex method with the pivoting rule originally proposed by Dantzig visits all vertices of a “tilted” cube, and thus performs a number of iterations which is exponential in the dimension. The same behavior occurs with the “steepest” edge rule [GS79], the “best improvement” rule [Jer73b] or Bland’s rule [AC78]. These worst-case examples are subsumed by the deformed products of Amenta and Ziegler [AZ96]. More recently, superpolynomial behavior was also proved for randomized pivoting rule [FHZ11], or “history-based” rules that take into account the previously visited vertices [AF13, Fri11].

On the other hand, for linear programs with special properties, several positive results are known. The simplex method is strongly polynomial for linear programs that arise from network flow problems [Orl97], from Markov Decision Problems (MDP) with a fixed discount rate [Ye11], or from deterministic MDP with any discount rate [HKZ14]. Kitahara and Mizuno showed that, with any pivoting rule that selects improving pivots, the number of iterations is bounded by a polynomial in the value of entries of the vertices.
of the problem \cite{KM13a,KM13b}. In particular, this proves strong polynomiality for linear programs on polyhedra with 0/1 vertices.

The shadow-vertex pivoting rule, introduced by Gass and Saaty \cite{GS55}, was used in several noteworthy results. First, it proved that the simplex method is polynomial on average, for certain distributions of instances \cite{Sma83,Bor87,AKS87}. Second, Spielman and Teng \cite{ST04} proved that the simplex method has polynomial smoothed complexity when the shadow vertex rule is used. Third, it was used by Kelner and Spielman \cite{KS06} to obtain a randomized algorithm with polynomial expected running time. Note however that superpolynomial worst-case examples are known for this rule \cite{Gol94,Mur80}.

The complexity of the simplex method is tightly linked to the combinatorics of polyhedra, in particular, to the diameter of their vertex/edge graph. Hirsch conjectured that the diameter of a polytope described by $m$ inequalities in dimension $n$ does not exceed $m - n$. In a recent breakthrough, Santos disproved this conjecture \cite{San12}. Yet, whether the diameter is bounded by a polynomial in $m$ and $n$ remains an open question. Kalai and Kleitman obtained a general bound of $m^{\log(n) + 2}$ \cite{KK92}, that was improved recently by Todd \cite{Tod14} to $(m - n)^{\log(n)}$. Bonifas et al. obtained a bound that depends on the value of the subdeterminants of the input matrix \cite{BDSE12} (see also \cite{BR14} for a constructive version). The Hirsch conjecture holds in special cases, such as 0/1 polytopes \cite{Nad89} or transportation polytopes \cite{DLKOS09}. For a thorough survey on the diameter of polyhedra, we refer to \cite{KS10}.

**Interior point methods, and the curvature of the central path**

Interior point methods performs a piece-wise linear approximation of the central path to reach an optimal solution. The curvature measures how far a path differs from a straight line. Intuitively, a central path with high curvature should be harder to approximate with line segments, and thus this suggests more iterations of the interior point methods. Dedieu and Shub \cite{DS05} conjectured that the total curvature of a linear program in dimension $n$ is bounded by $O(n)$. This conjecture holds when averaged over all regions of an arrangement of hyperplanes. It was proved by Dedieu, Malajovich and Shub \cite{DMS05} via the multihomogeneous Bézout Theorem and by De Loera, Sturmfels and Vinzant \cite{DLSY10} using matroid theory. However, the redundant Klee-Minty cube of \cite{DTZ09} and the “snake” in \cite{DTZ08} are instances which show that the total curvature can be in $\Omega(m)$ for a linear program described by $m$ inequalities. By analogy with the classical Hirsch conjecture, Deza, Terlaky and Zichencko made the following conjecture.

**Conjecture 1.1** (Continuous Hirsch conjecture \cite{DTZ08}). The total curvature of the central path of a linear program defined by $m$ inequalities is bounded by $O(m)$.

Besides the redundant Klee-Minty cube \cite{DTZ09} and the “snake” \cite{DTZ08}, Gilbert, Gonzaga and Karas \cite{GCK04} also exhibited ill-behaved central paths. They showed that the central path can have a “zig-zag” shape with infinitely many turns, on a problem defined in $\mathbb{R}^2$ by non-linear but convex functions. In terms of iteration-complexity of interior-point methods, several worst-case results have been proposed \cite{Ans91,KY91,JY94,Pow93,TY96,BL97}. In particular, Stoer and Zhao \cite{ZS93} showed that the
iteration-complexity of a certain class of path-following methods is governed by an integral along the central path. This quantity, called the Sonnevend’s curvature was introduced in [SSZ91]. The tight relationship between the total Sonnevend’s curvature and the iteration-complexity of interior-points methods have been extended to semi-definite and symmetric cone programs [KOT13]. Monteiro and Tsuchiya [MT08] proved that a central path in dimension \( n \) consists of \( O(n^2) \) “long” parts where the Sonnevend’s curvature is small, while the remaining part of the path is relatively small. This was also observed by Vavasis and Ye [VY96] using a notion of crossover events.

Note that Sonnevend’s curvature is a different notion than the geometric curvature we study in this manuscript. To the best of our knowledge, there is no explicit relation between the geometric curvature and the iteration-complexity of interior-point methods. However, these two notions of curvature share similar properties. In particular, the total geometric curvature and the total Sonnevend’s curvature are maximal when the number of inequalities is twice the dimension [DTZ08, MT13b]. On the redundant Klee-Minty cube, both the total geometric curvature and the Sonnevend’s curvature are large [MT13a, DTZ09].

Sonnevend’s curvature relates to another iteration-complexity bound expressed in terms of a condition number associated with the matrix describing a linear program, see [MT08].

We also mention that Megiddo and Shub [MSS9], as well as Powell [Pow93], showed that interior point methods may exhibit a simplex-like behavior. For more literature on interior points methods, we refer to [Wri05, Gon12] and the references therein.

1.1.2 Tropical geometry

Tropical geometry is the (algebraic) geometry on the max-plus semiring \( (\mathbb{R}_{max}; \oplus, \odot) \) where the set \( \mathbb{R}_{max} = \mathbb{R} \cup \{-\infty\} \) is endowed with the operations \( a \oplus b = \max(a, b) \) and \( a \odot b = a + b \). The max-plus, or min-plus semirings, are now dubbed tropical semirings in honor of pioneering work of the mathematician and computer scientist Imre Simon. Tropical semirings were studied under various names in relation with optimization [CG79], graph algorithms [GM84], or discrete event systems [CMQV89, BCOQ92, CGQ99, HOvdW06]. Tropical algebra has a strong combinatorial flavor. For example, determinants correspond to optimal assignments, and eigenvalues corresponds to cycles of maximum mean in a graph [But03].

The set \( \mathbb{R}_{max} \) can be seen as the set of “orders of magnitude”. If one think of tropical numbers \( a, b \in \mathbb{T} \) as exponents of usual numbers, e.g., \( 10^a \) and \( 10^b \), then, the tropical operations max and + reflect the usual addition and multiplication on the exponents, i.e., \( 10^a + 10^b \approx 10^{\max(a,b)} \) and \( 10^a \cdot 10^b = 10^{a+b} \). More formally, we can identify \( a \in \mathbb{R}_{max} \) with a class \( \Theta(t^a) \) of real valued functions, where \( f \in \Theta(t^a) \) when \( ct^a \leq f(t) < ct^{a+c} \) for some positive constants \( c, c' \in \mathbb{R} \), and for any \( t \) large enough. Then, \( f \in \Theta(t^a) \) and \( g \in \Theta(t^b) \) satisfy \( f + g \in \Theta(t^{\max(a,b)}) \) and \( f \cdot g \in \Theta(t^{a+b}) \). Thus, the valuation map

\[
\text{val} : f \mapsto \lim_{t \to \infty} \log_t(f(t)),
\]
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where \( \log_t(x) = \log(x) / \log(t) \), is a semiring homomorphism from a certain set of positive real valued functions, equipped with addition and multiplication, to the max-plus semiring. This logarithmic limit process is known as Maslov’s dequantization [Lit07], or Viro’s method [Vir01]. It can be traced back to the work of Bergman [Ber71]. More generally, the tropical semiring can also be thought of as the image of a non-Archimedean field under its valuation map. The non-Archimedean fields typically used are the field of rational functions, formal Puiseux series [EKL06, DY07, RGST05] or the field of generalized Puiseux series with real exponents [Mar10].

**Example 1.2.** Consider for example the field \( \mathbb{R}(t) \) of rational functions in the variable \( t \). We can order \( \mathbb{R}(t) \) by setting \( f \in \mathbb{R}(t) \) to be positive when \( f(t) > 0 \) for all \( t \) large enough. Now consider the following polyhedron \( \mathcal{P} \) over the ordered field \( \mathbb{R}(t) \):

\[
\begin{align*}
    x_1 + x_2 & \leq 1 \\
    x_1 & \leq t^{-1} + tx_2 \\
    x_2 & \leq t^{-1} + t^2 x_1 \\
    x_1 & \leq t^2 x_2 \\
    x_1 & \geq 0, \ x_2 \geq 0 \\
    x_1 & \in \mathbb{R}(t), \ x_2 \in \mathbb{R}(t).
\end{align*}
\]

When \( t \) is replaced by real numbers, we obtain a family of polyhedra \( (\mathcal{P}(t))_t \) in \( \mathbb{R}^2 \). One of these polyhedra is depicted in Figure 1.2 (left). Applying the map \( x \mapsto \log_t(x) \) point-wise to \( \mathcal{P}(t) \) provides the set displayed in Figure 1.2 (middle). The dequantization of the family \( (\mathcal{P}(t))_t \) is the logarithmic limit illustrated in Figure 1.2 (right).

Through the dequantization process, tropical geometry provides a piece-wise linear “shadow” of classical geometry. The tropicalization of an algebraic variety \( V \), that is, the joint vanishing locus of finitely many polynomials in \( d \) indeterminates over a field with a non-archimedean valuation, is a polyhedral complex in \( \mathbb{R}^d \), the tropical variety...
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$T(V)$, which is obtained by applying the valuation map coordinate-wise to all points in $V$. For instance, if $C$ is a planar algebraic curve over an algebraically closed field, then $T(C)$ is a planar graph. Key features of $V$ are visible in $T(V)$. For example, if $V$ is irreducible, then $T(V)$ is connected [EKL06].

Tropicalization has been successfully applied in enumerative geometry. The Gromov-Witten invariants count the number of planar complex algebraic curve passing through a generic configuration of points. Mikhalkin showed that these numbers coincide with their tropical counterparts (counted with multiplicities), that are easier to compute [Mik03]. The same technique also applies to real algebraic curves [IKS03]. Given a tropical curve, one can construct real algebraic curves whose topology coincides with the tropical one. This method, known as Viro’s patchworking, produced curves with a rich topology. In particular, patchworking was used to disprove the Ragsdale conjecture [IV96]. For a more detailed description of tropical varieties, we refer to [RGST05, EKL06, IMS07, MS].

Computational aspects are developed in [BJS07], and complexity issues are studied in [The06]. An enlightening introduction is given in [Bru12].

The dequantization of semi-algebraic sets is a more recent subject of research. Speyer and Williams [SW05], studied the tropicalization of the positive part of the Grassmannian. Tabera explored the bases of real tropical varieties [Tab13], and Vinzant investigated their real radical ideals [Vin12].

1.1.3 Tropical linear programming

We are interested in the tropical counterpart of linear programming. A tropical linear program asks for a minimizer $x \in \mathbb{R}^n_{\max}$ of a tropical linear form

$$x \mapsto \max(c_1 + x_1, \ldots, c_n + x_n),$$

for some $c \in \mathbb{R}^n_{\max}$, that satisfy finitely many constraints of the form:

$$\max(\alpha_1 + x_1, \ldots, \alpha_n + x_n, \beta) \geq \max(\delta_1 + x_1, \ldots, \delta_n + x_n, \gamma),$$

where $\alpha, \delta \in \mathbb{R}^n_{\max}$ and $\beta, \gamma \in \mathbb{R}_{\max}$. An example is depicted in Figure 1.3. The feasible set of a tropical linear program forms a tropical polyhedra, the most basic example of tropical convex sets.

The tropical analogues of convex sets have appeared in the work of several authors. Motivated by discrete optimization problems, Zimmerman established a separation result [Zim77]. Max-plus analogues of linear spaces were studied by Cuninghame-Green [CG79]. They were also considered by Litvinov, Maslov, and Shpiz under the name of idempotent spaces [LMS01]. Cohen, Gaubert, and Quadrat [CGQ01, CGQ04] also studied them under the name of semimodules, for a geometric approach of discrete event systems [CGQ99], further developed in [Kat07, DLGKL10]. They were also considered by Singer for abstract convex analysis [Sin97]. Tropical convexity is similar to
1.1 Context

1.1.4 From tropical linear programming to mean payoff games

Akian, Gaubert and Guterman [AGG12] proved that mean payoff games are equivalent to tropical linear feasibility problems. We briefly recall this equivalence, and we refer the reader to [AGG12] for more information. We shall describe a mean payoff game by a pair of payment matrices $A, B \in \mathbb{R}^{m \times n}$. We also fix an initial state $\bar{j} \in [n]$. The corresponding game, with perfect information, is played by two players, called “Max” and “Min”. Their moves alternate as follows. We start from state $j_0 := \bar{j}$. Player Min chooses a state $i_1 \in [m]$ such that $B_{i_1j_0} \neq -\infty$, and receives a payment of $B_{i_1j_0}$ units from Player Max. Then, Player Max chooses a state $j_1 \in [n]$ such that $A_{i_1j_1} \neq -\infty$, and receives a payment of $A_{i_1j_1}$ from Player Min. Now Player Min again chooses a state $i_2 \in [m]$ such that $B_{i_2j_1} \neq -\infty$, receives a payment of $B_{i_2j_1}$ from Player Max, and so on. If $j_0, i_1, j_1, i_2, j_2, \ldots$ is the infinite sequence of states visited in this way, the mean
payoff of Player Max is defined to be
\[
\liminf_{p \to \infty} p^{-1}(-B_{i_1,j_0} + A_{i_1,j_1} - B_{i_2,j_1} + A_{i_2,j_2} + \cdots - B_{i_p,j_{p-1}} + A_{i_p,j_p}) .
\] (1.1)

Conversely, the mean payoff for Player Min is
\[
\limsup_{p \to \infty} p^{-1}(-B_{i_1,j_0} + A_{i_1,j_1} - B_{i_2,j_1} + A_{i_2,j_2} + \cdots - B_{i_p,j_{p-1}} + A_{i_p,j_p}) .
\] (1.2)

It is assumed that \( A \) has no identically \(-\infty\) row, and that \( B \) has no identically \(-\infty\) column, so that at each stage, Players Min and Max have at least one available action with finite payment. Note that payments are algebraic, i.e., a negative payment is a positive payment in the reverse direction. A strategy is positional if the next state is selected as a deterministic function of the current state. A fundamental result established independently by Liggett and Lippman \[LL69\] and by Ehrenfeucht and Mycielski \[EM79\] shows that this game has a value and that it has optimal positional strategies. That is, there is a real number \( \chi = \chi_j \), a positional strategy for Min, and a positional strategy for Max, such that the following properties hold:

- The mean payoff for Min is at most \( \chi \), if Min plays according to her positional strategy. This is independent of Max’s play.

- The mean payoff for Max is at least \( \chi \), if Max plays according to his positional strategy. This is independent of Min’s play.

Hence, with optimal play of both players the mean payoff for both players is exactly \( \chi \), and in this case the sequences in (1.1) and (1.2) converge to \( \chi \). We say that the initial state \( \bar{\jmath} \) is winning for Player Max if \( \chi_j \geq 0 \). It should be noted that mean payoff games can be thought of as limits of discounted zero-sum games as the discount rate tends to 0. To decide whether or not a given state is winning is the natural decision problem MEAN-PAYOFF associated with a mean payoff game. Zwick and Paterson showed that MEAN-PAYOFF is in NP \( \cap \) co-NP. It is a major open question in computational complexity whether there is a polynomial time algorithm for MEAN-PAYOFF. The following theorem characterizes the set of winning states in terms of a tropical version of a linear programming feasibility problem.

**Theorem 1.3** \([AGG12, \text{Theorem 3.2}]\). The initial state \( \bar{j} \in [n] \) is winning for Player Max, in the mean payoff game with payment matrices \( A \) and \( B \), if and only if there exists a solution \( x \in \mathbb{R}^n \) with \( x_j = 0 \), to the system:

\[
\max_{j \in [n]} A_{ij} + x_j \geq \max_{j \in [n]} B_{ij} + x_j \quad \text{for all } i \in [m] .
\] (1.3)

We next give more insight on this result as it is fundamental in the sequel. It relies on fixed point properties of the Shapley operator. The latter is a self-map \( F \) of \( \mathbb{R}^n \), preserving the standard partial order of \( \mathbb{R}^n \), which is such that \( \{F^k(0)\}_j \) gives the value of the zero-sum game in finite horizon \( k \) with initial state \( \bar{j} \), with the same instantaneous
Figure 1.4: A mean payoff game. The states in which Max plays are depicted by squares, while the states in which Min plays are depicted by circles. Edges represent valid moves, and are weighted by payments. An edge with no weight indicate a 0 payment.

payments. (We denote by $F^k$ the $k$-th iterate of $F$.) The limit of $[F^k(0)/k]_j$ as $k \to \infty$, i.e., the limit of the value per turn of the finite horizon game, is known to coincide with the value of the mean payoff game. The Shapley operator $F$ does extend to a self-map of $\mathbb{R}^n_{\max}$. It is shown in [AGG12] that the value of the mean payoff game is nonnegative if and only if there exists a vector $x \in \mathbb{R}^n_{\max}$ such that $x_j \neq -\infty$ and $F(x) \geq x$, the latter inequality being equivalent to (1.3). Due to the homogeneity of the constraints in (1.3) there is a solution with $x_j \neq -\infty$ if and only if there is a solution with $x_j = 0$. A feasible point $x$ serves as a certificate that all initial states $j$ with $x_j \neq -\infty$ are winning. Also, if a feasible point $x$ is known, a winning strategy for Player Max is obtained by moving from every state $i \in [m]$ to a state $j$ achieving the maximum in $\max_{j \in [n]} (A_{ij} + x_j)$.

**Example 1.4.** The mean payoff game with the following payment matrices is depicted in Figure 1.4 (for the sake of readability, $-\infty$ entries are represented by the symbol “·”):

$$
A = \begin{pmatrix}
\cdot & -1 & -2 & \cdot & \cdot \\
-3 & \cdot & 0 & \cdot & \cdot \\
0 & -4 & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & +1 & \cdot \\
0 & \cdot & \cdot & \cdot & +2
\end{pmatrix}, \quad B = \begin{pmatrix}
0 & \cdot & \cdot & \cdot \\
\cdot & 0 & \cdot & \cdot \\
\cdot & \cdot & 0 & 0 \\
\cdot & \cdot & \cdot & 0
\end{pmatrix}.
$$

In this game, the only winning initial states for Max are 4 and 5. Indeed, the point $(-\infty, -\infty, -\infty, 0, 0)$ is a solution of the system of tropical linear inequalities correspond-
ing to the matrices $A$ and $B$:

\[
\begin{align*}
\max(x_2 - 1, x_3 - 2) & \geq x_1 \\
\max(x_1 - 3, x_3) & \geq x_2 \\
\max(x_1, x_2 - 4) & \geq x_3 \\
x_4 + 1 & \geq \max(x_5, x_5) \\
\max(x_1, x_5 + 2) & \geq x_4.
\end{align*}
\]

Each solution $x \in \mathbb{R}_\text{max}^5$ satisfies $x_1 = x_2 = x_3 = -\infty$.

### 1.1.5 Algorithms for tropical linear programming

Several algorithms have been proposed for tropical linear programming or related problems. The alternating projection method introduce by Cuninghame-Green and Butkovič in [CGB03] determines the feasibility of a tropical polyhedra in pseudo-polynomial time [BA08], see also [But10, Chapter 10]. This was extended in [GS07] to cyclic projections (allowing one to determine a point in the intersection of more than two tropical convex sets), and applied in [AGNS11] to the situation in which a tropical convex set is given as an intersection of halfspaces. The algorithm proposed in [BZ06] also solves tropical linear feasibility problems, but exhibits an exponential behavior on a class of examples found by Bezem, Nieuwenhuis and Rodríguez-Carbonell [BNRC08]. Integers points of tropical polyhedra can be found in strongly polynomial time under genericity conditions [BM14a BM14b]. The tropical double description method [AGG13] computes an internal representation of a tropical polyhedron described by inequalities. Hence, it provides an algorithm for tropical linear programming. However, the size of an internal representation grows exponentially with the dimension and the number of inequalities [AGK11].

Since, as we saw in Section 1.1.4 tropical linear feasibility problems are equivalent to mean payoff games, every algorithm solving mean payoff games can be applied to tropical linear programming. These include in particular value iteration algorithms [ZP96] and policy iteration algorithms [Pur95 CTGG99 JPZ06 DG06 BV07 Cha09].

A tropical linear program always arises as the tropicalization of a classical linear program over a non-Archimedean field. Hence, tropical linear programming can be thought of as an asymptotic version of linear programming [Jer73a], and the approach of Filar, Altman and Avrachenkov [FAA02] should also solve tropical linear programs.

The more general problem of tropical fractional linear programming can be solved by the algorithms presented in [GKS12] and [GMH14].

### 1.2 Contributions

In this thesis, we present new results on the complexity of classical linear programming on the one hand, and of tropical linear programming and mean payoff games on the other
1.2 Contributions

hand. Our contributions lie in the study of the interplay between these two problems provided by the dequantization process.

Concerning classical linear programming, our first contribution is a tropicalization of the simplex method. More precisely, we describe an implementation of the simplex method that, under genericity conditions, solves a linear program over an ordered field. Our implementation uses only the restricted information provided by the valuation map, which corresponds to the “orders of magnitude” of the input. Consequently, the number of iterations of the simplex method can be measured in terms of the value of these “orders of magnitude”. Using this approach, we exhibit a class of classical linear programs over the real numbers on which the simplex method, with any pivoting rule, performs a number of iterations which is polynomial in the input size of the problem. In particular, this implies that the corresponding polyhedra have a diameter which is polynomial in the input size.

Our second contribution to classical linear programming comes from the study of the dequantization of the central path. We disprove the continuous analog of the Hirsch conjecture proposed by Deza, Terlaky and Zinchenko, by constructing a family of linear programs with $3r + 4$ inequalities in dimension $2r + 2$ where the central path has a total curvature which is exponential in $r$. Our counter-example is obtained as a deformation of a family of tropical linear programs introduced by Bezem, Nieuwenhuis and Rodríguez-Carbonell. We also point out suprising features of the tropical central path. For example it has a purely geometric description, while the classical central path depends on the algebraic representation of a linear program. Moreover, the tropical central path may lie on the boundary of the tropicalization of the feasible set, and may even coincide with a path of the tropical simplex method.

Concerning tropical linear programming and mean payoff games, our main result is a new procedure to solve these problems based on the tropicalization of the simplex method. The latter readily applies to tropical linear programs satisfying genericity conditions. In order to solve arbitrary problems, we devise a new perturbation scheme. Our main tool is to use tropical semirings based on additive groups of vectors ordered lexicographically.

Then, we transfer complexity results from classical to tropical linear programming. We show that the existence of a polynomial-time pivoting rule for the classical simplex method, satisfying additional assumptions, would provide a polynomial algorithm for tropical linear programming and thus for mean payoff games. By transferring the analysis of the shadow-vertex rule of Adler, Karp and Shamir, we also obtain the first algorithm that solves mean payoff games in polynomial time on average, assuming the distribution of the games satisfies an symmetry property.

We establish tropical counterparts of the notions of basic points and edges of a polyhedron. This yields a geometric interpretation of the tropicalization of the simplex method. As in the classical case, the tropical algorithm pivots on the graph of an arrangement of hyperplanes associated to a tropical polyhedron. This interpretation is based on a geometric connection between the cells of an arrangement of classical hyperplanes and their tropicalization. Building up on this geometric interpretation, we
present algorithmic refinements of the tropical pivoting operation. We show that pivoting along an edge of a tropical polyhedron defined by \(m\) inequalities in dimension \(n\) can be done in time \(O(n(m + n))\), a complexity similar to the classical pivoting operation. We also show that the computation of reduced costs can be done tropically in time \(O(n(m + n))\).

These algorithmics refinements, along with our perturbation scheme, have been implemented in the library Simplet [Ben14]. Hence, this library provides a solver for arbitrary tropical linear programs.

1.3 Organisation of the manuscript

This manuscript is organized as follows.

- Chapter 2 presents the framework used throughout this manuscript. It recalls the definitions of tropical semirings, non-Archimedean fields, and related notions.
- Chapter 3 exposes the tropical implementation of the simplex method.
- In Chapter 4, we study tropical polyhedra and their relations with classical polyhedra. We also devise the perturbation scheme that allows to solve arbitrary tropical linear programs with the tropical simplex method.
- In Chapter 5, we transfer complexity results based on the simplex method back and forth between tropical and classical linear programming.
- Chapter 6 concerns the tropicalization of the shadow-vertex rule, and of the average case analysis of Adler, Karp and Shamir.
- Chapter 7 exposes algorithmic refinements of the tropical simplex method.
- Chapter 8 deals with the tropical analysis of the central path.

Most of the notions needed to read this manuscript are given in Chapters 2, 3 and 4. The other chapters can mostly be read independently, even if the approach in Chapter 6 uses ideas already present in Chapter 5.

The tropicalization of simplex operations (pivoting and computing reduced costs) was presented in [ABGJ13b]. In [ABGJ13a], the tropicalization of combinatorial pivoting rules was presented (combinatorial pivoting rules rely only on the signs of the minors of the input matrix). The study of the tropical shadow-vertex rule [ABG14] led to the more general framework of semi-algebraic pivoting rules that we adopt in Chapter 3. Chapter 4 gathers results that appeared in [ABGJ13b] and [ABGJ13a]. Chapter 5 generalizes to semi-algebraic pivoting rules the transfer of complexity theorem presented in [ABGJ13a], and also contains new results. Chapter 6 is covered in [ABG14] and Chapter 7 is included in [ABGJ13b]. Chapter 8 is mostly covered in [ABGJ14], but includes a slight improvement of the curvature analysis.
Chapter 2

Preliminaries

In this chapter, we recall the definitions of (totally) ordered abelian groups and (totally) ordered fields. Note that the orders on the structures that we consider will always be total order. We also present basic notions of model theory. In particular, the notion of completeness of a theory will play an important role. Indeed, the completeness of the theory of ordered field will allow us to transfer results that holds on the field of real numbers to other ordered fields. We also present the framework we shall work with: tropical semirings and non-Archimedean fields. The tropical semirings we consider are constructed from arbitrary ordered groups. They arise as the image under the Archimedean valuation map of ordered fields, such as the field of formal Hahn series.

2.1 Model theory

We recall some definitions and results of model theory, referring the reader to [Mar02] for more background.

2.1.1 Languages and first-order formulæ

A language \( \mathcal{L} = (\mathcal{R}, \mathcal{F}, \mathcal{C}) \) consists of a set of relation symbols \( \mathcal{R} \), a set of function symbols \( \mathcal{F} \), and a set of constant symbols \( \mathcal{C} \). Each relation symbol \( R \in \mathcal{R} \) is equipped with an arity, \( n_R \), which is a positive integer. Similarly, each function symbol \( f \in \mathcal{F} \) also has an arity, denoted as \( n_f \). For example, the language of ordered groups is \( \mathcal{L}_{\text{og}} = (\prec, +, 0) \), and the language of ordered rings is \( \mathcal{L}_{\text{or}} = (\prec, +, \cdot, 0, 1) \). In these two languages, the order relation symbol \( < \) and the arithmetic function symbols \( +, \cdot \) have arity two. We shall now describe the (first-order) formulæ of a language \( \mathcal{L} \). Such a formula is a string of symbols built from the symbols of \( \mathcal{L} \), a finite number of variable symbols \( v_1, v_2, \ldots \), the equality symbol \( = \), the Boolean symbols \( \neg, \land, \lor \) ("not", "and", "or"), quantifiers \( \forall, \exists \) and parentheses \( (, ) \). An \( \mathcal{L} \)-term is either:

- a variable symbol \( v_i \), for some \( i \geq 1 \)
- a constant symbol \( c \in \mathcal{C} \)
• $f(t_1, \ldots, t_n)$ where $f \in F$ is a function symbol, and $t_1, \ldots, t_n$ are $L$-terms

An $L$-formula is then defined inductively as follows:

• if $t_1$ and $t_2$ are $L$-terms, then $t_1 = t_2$ is an $L$-formula
• if $R \in R$ is a relation symbol, and $t_1, \ldots, t_{n_R}$ are terms, then $R(t_1, \ldots, t_{n_R})$ is an $L$-formula
• if $\phi$ and $\psi$ are $L$-formulæ, then $(\neg \phi)$, $(\phi \land \psi)$ and $(\phi \lor \psi)$ are $L$-formulæ
• if $\phi$ is an $L$-formula and $v_i$ is a variable symbol, then $\exists v_i \phi$ and $\forall v_i \phi$ are $L$-formulæ

A variable symbol $v_i$ which occurs in a formula $\phi$ without being modified by a quantifier $\exists$ or $\forall$ is said to be a free variable. We shall emphasize the free variables $v_{i_1}, \ldots, v_{i_k}$ of a formula $\phi$ by writing $\phi(v_{i_1}, \ldots, v_{i_k})$. A formula without free variables is called a sentence. In the following, we shall use the usual abbreviations in first-order formulæ:

• $\phi \rightarrow \psi$ for $\neg \phi \lor \psi$
• $\phi \leftrightarrow \psi$ for $(\phi \rightarrow \psi) \land (\psi \rightarrow \phi)$
• $\bigwedge_{i=1}^n \phi_i$ for $\phi_1 \land \phi_2 \land \cdots \land \phi_n$
• $\bigvee_{i=1}^n \phi_i$ for $\phi_1 \lor \phi_2 \lor \cdots \land \phi_n$
• $\exists! v \phi(v)$ for $\exists v(\phi(v) \land (\forall w(\phi(w) \rightarrow w = v))$.

2.1.2 Structures

Let $\mathcal{L} = (\mathcal{R}, F, C)$ be a language. An $\mathcal{L}$-structure $\mathfrak{M}$ consists of a non-empty set $M$ (called the domain of $\mathfrak{M}$) together with an interpretation $\mathcal{L}^\mathfrak{M}$ of the symbols of $\mathcal{L}$ in $M$. A relation symbol $R \in \mathcal{R}$ is interpreted by a subset $S_R \subseteq M^{n_R}$, where a tuple $(x_1, \ldots, x_{n_R})$ satisfies the relation $R$ if $(x_1, \ldots, x_{n_R}) \in S_R$. A function symbol $f \in F$ is interpreted by a map $M^{n_f} \rightarrow M$, and the interpretation of a constant symbol $c \in C$ is an element of $M$. For example, the ordered field of real numbers $\bar{\mathbb{R}} = (\mathbb{R}, <, +, \cdot, 0, 1)$ is a $\mathcal{L}_{or}$-structure. In the following, we shall use the same notation $\mathcal{L}$ for a language and its interpretation. Hence, we will denote a $\mathcal{L}$-structure $\mathfrak{M}$ by $(M, \mathcal{L})$.

The interpretation of the language $\mathcal{L}$ induces an interpretation of the formulae of $\mathcal{L}$ in the structure $\mathfrak{M}$. Every formula $\phi(v_{i_1}, \ldots, v_{i_k})$ defines a Boolean function $\phi^\mathfrak{M}$ on $M^k$. If $\phi^\mathfrak{M}$ is true at $a \in M^k$, we write $\mathfrak{M} \models \phi(a)$. In particular, if $\phi$ is a sentence of $\mathcal{L}$, the function $\phi^\mathfrak{M}$ is constant. Thus a sentence defines a statement on $\mathfrak{M}$ which is either true or false.

For example, consider the following formula in the language of ordered rings $\mathcal{L}_{or}$:

$$\phi(v) : \exists y (y \cdot y = v).$$
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When interpreted in a $\mathcal{L}_{\text{or}}$-structure $\mathcal{M}$, the sentence $\phi(v)$ yields a boolean function which is true at $a \in M$ if $a$ admits a square root in $M$. Now consider the following sentence:

$$\psi : \forall x \ (x > 0 \rightarrow \exists y \ (y \cdot y = x))$$

A $\mathcal{L}_{\text{or}}$-structure $\mathcal{M}$ satisfy $\mathcal{M} \models \psi$ if every positive element of the domain of $\mathcal{M}$ has a square root. This statement is false on $\mathcal{L}_{\text{or}}$-structure of the rational numbers $\mathbb{Q} = (\mathbb{Q}, <, +, \cdot, 0, 1)$, but true on the ordered field of the real numbers $\mathbb{R}$.

2.1.3 Complete theories

A $\mathcal{L}$-theory $T$ is a set of sentences of the language $\mathcal{L}$, the axioms of the theory $T$. A $\mathcal{L}$-structure $\mathcal{M}$ is a model of the theory $T$ if $\mathcal{M} \models \phi$ for all axioms $\phi \in T$. We say that a $\mathcal{L}$-theory is complete if, for any two models $\mathcal{M}, \mathcal{N}$ of the theory $T$, a $\mathcal{L}$-sentence $\phi$ is true in $\mathcal{M}$ if and only if it is true in $\mathcal{N}$.

We shall describe two complete theories: the theory of ordered divisible abelian groups and the theory of real closed fields.

**Ordered abelian groups**

The theory of abelian groups consists of the following sentences in the language $\mathcal{L}_g = \{+, 0\}$.

- $\forall x \ 0 + x = x + 0 = x$ (identity element)
- $\forall x \forall y \forall z \ x + (y + z) = (x + y) + z$ (associativity)
- $\forall x \exists y \ x + y = y + x = 0$ (invertibility)
- $\forall x \forall y \ x + y = y + x$ (abelian)

The theory of divisible abelian group is obtained by adding, for all integers $n \geq 2$, the axiom:

$$\forall x \exists y \underbrace{y + y + \cdots + y}_{n \text{ times}} = x .$$

Ordered (divisible) abelian groups are described in the language $\mathcal{L}_{\text{og}} = \{<, +, 0\}$ by the axioms of (divisible) abelian groups along with:

- $\forall x \ (x < x)$ (irreflexivity)
- $\forall x \forall y \forall z \ ((x < y) \land y < z) \rightarrow x < z$ (transitivity)
- $\forall x \forall y \ (x < y \lor x = y \lor y < x)$ (totality)
- $\forall x \forall y \forall z \ (x < y \rightarrow x + z < y + z)$ (translation-invariance)

The non-strict order relation $\leq$ is then defined as $\forall x \forall y \ (x \leq y) \leftrightarrow (x < y \lor x = y)$.

**Theorem 2.1** ([Mar02, Corollary 3.1.17]). The theory of ordered divisible abelian groups is complete.

This result can be traced back to Robinson [Rob77, Theorem 4.3.2].
Ordered fields

The theory of ordered fields is described in the language $L_{or} = (\prec, +, \cdot, 0, 1)$. It consists of the axioms of ordered abelian groups in the language $(\prec, +, 0)$, along with:

\[
\forall x \ (1 \cdot x = x \cdot 1 = 1) \quad \text{(multiplicative identity element)}
\]

\[
\forall x \forall y \ (x \cdot y = y \cdot x) \quad \text{(commutativity of multiplication)}
\]

\[
\forall x \forall y \forall z \ (x \cdot (y \cdot z) = (x \cdot y) \cdot z) \quad \text{(multiplicative associativity)}
\]

\[
\forall x \ (x = 0 \lor \exists y \ x \cdot y = 1) \quad \text{(multiplicative invertibility)}
\]

\[
\forall x \forall y \forall z \ (x \cdot (y + z) = (x \cdot y) + (x \cdot z)) \quad \text{(distributivity)}
\]

\[
\forall x \forall y \forall z \ ((x < y) \land z > 0) \rightarrow x \cdot z < y \cdot z \quad \text{(scaling-invariance)}
\]

The theory of real closed fields is obtained from the theory of ordered fields by also requiring every positive element to be a square root and every polynomial of odd degree to have at least one root. In symbols, the first requirement is described by:

\[
\forall x \ (x > 0 \rightarrow \exists y \ (y \cdot y = x))
\]

while the second requirement amounts to the set of sentences $\{\phi_n \mid n \geq 0\}$, defined by:

\[
\phi_n : \forall a_0 \forall a_1 \ldots \forall a_{2n+1} \exists x \ (a_{2n+1} \cdot x^{2n+1} + a_{2n} \cdot x^{2n} + \cdots + a_1 \cdot x + a_0 = 0),
\]

where we use $x^k$ as an abbreviation for $x \cdot x \cdot \ldots \cdot x$ (k times).

Theorem 2.2 ([Mar02, Corollary 3.3.16]). The theory of real closed fields is complete.

This theorem follows from the work of Tarski and Seidenberg ([Tar51, Sei54]) who proved that the theory of real closed fields admits elimination of quantifiers.

2.2 Tropical semirings and non-Archimedean ordered fields

The theory of ordered (commutative) semirings, in the language $(\prec, +, \cdot, 0, 1)$, is obtained from the theory of ordered fields by removing the axioms asserting the existence of inverse elements for the addition and the multiplication, and adding the axiom $\forall x \ 0 \cdot x = x \cdot 0 = 0$. The set of non-negative integers, or the set of non-negative real numbers, with their natural ordering and usual addition and multiplication, are examples of ordered semirings.

We are mainly interested in semirings formed with the non-negative elements of an ordered field. On these semirings, the notion of “order of magnitude” is captured by Archimedean classes. The map that sends an element to its Archimedean class is a homomorphism to another semiring, called a tropical semiring. We begin with the description of tropical semirings, and explain how they arise from ordered fields. We then present non-Archimedean fields, that is fields with a non-trivial set of Archimedean classes. First, the field of Hahn series consists of formal power series with exponents in an
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arbitrary ordered group. Second, we present fields of real-valued functions, called Hardy fields. Such a field consists of functions that are definable in a o-minimal structure. The advantage of an Hardy field over Hahn series is that it consists of real-valued functions, rather than formal objects.

2.2.1 Tropical semirings

We are interested in a specific class of ordered semirings, that we call tropical semirings. We shall describe them in the language \((\langle, \oplus, \odot, 0, 1 \rangle)\). Given an ordered abelian group \((G, \langle, +\rangle)\), the tropical semiring \((T(G), \langle, \oplus, \odot, 0, 1 \rangle)\) is defined as follows. The base set is \(T(G) = G \cup \{0_T(G)\}\) where the new element \(0_T(G) \notin G\) satisfies \(0_T(G) \times a \forall a \in G\). The additive law \(\oplus\) is defined by \(a \oplus b = \max(a, b)\), where the maximum is taken with respect to \(\times\). The multiplicative law \(\odot\) is the group addition + extended to \(T(G)\) by setting \(a + 0_T(G) = 0_T(G) + a = 0_T(G)\) for all \(a \in T(G)\). The zero and unit elements are \(0_T(G)\) and \(1_T(G) := 0_G\), the neutral element of \(G\), respectively. In the following, we simply denote \(T(G)\) by \(T\) when this is clear from the context.

The operations are extended to matrices \(A = (A_{ij}), B = (B_{ij})\) with entries in \(T\) by setting \(A \oplus B = (A_{ij} \oplus B_{ij})\) and \(A \odot B = (\bigoplus_k A_{ik} \odot B_{kj})\). In the following, unless explicitly stated, the entries of a matrix \(A\) are denoted by \(A_{ij}\). Moreover, we denote by \(A_I\) the submatrix of \(A\) obtained with rows indexed by \(I\). By abuse of notation, we denote \(A_{(i)}\) by \(A_i\). We also denote by \(A^\top\) the transpose of the matrix \(A\). For the sake of simplicity, we identify vectors of size \(n\) with \(n \times 1\)-matrices.

Given \(a = (a_{ij}) \in T^{1 \times n}\) and \(x \in T^n\), we denote by \(\arg(a \odot x)\) the set of indices \(i \in [n] = \{1, \ldots, n\}\) attaining the maximum in

\[ a \odot x = \max_{j \in [n]} (a_{1j} + x_j). \]

The usual total order \(\leq\) on \(G\) extends to \(T\). This induces a partial ordering of tropical vectors by entry-wise comparisons. The topology induced by the order makes \((T, \oplus, \odot)\) a topological semiring.

In the following, we will think of the \(n\)-fold product space \(T^n\) as a semimodule over \(T\), where scalars act tropically on vectors by \((\lambda, x) \mapsto \lambda \odot x := (\lambda + x_1, \ldots, \lambda + x_n)\) and the tropical vector addition is \((x, y) \mapsto x \oplus y := (\max(x_1, y_1), \ldots, \max(x_n, y_n))\).

2.2.2 Non-Archimedean fields

Let \(K\) be an ordered field. Two elements \(a, b \in K\) satisfy the Archimedean relation if they are within a rational number of each other, i.e., if there exists a positive rational number \(r\) such that \(r^{-1}|b| < |a| < r|b|\), where \(|a| = \max(a, -a)\) is the absolute value. The equivalence class of \(a\) for the Archimedean relation is called the value of \(a\) and is denoted by \(\text{val}(a)\). The map \(\text{val}: a \mapsto \text{val}(a)\) is called a valuation map.

We shall see below that \(\text{val}(K \setminus \{0\})\) is an ordered group, called the value group of \(K\). A field \(K\) is non-Archimedean if its value group is not the trivial group, i.e., if \(K \setminus \{0\}\) has more than one Archimedean class.
A lift of a value \( a \in \text{val}(K) \) is an element \( a \in K \) such that \( \text{val}(a) = a \). Clearly, such a lift is by no means unique. The set of all lifts will be denoted \( \text{val}^{-1}(a) \). The set of values \( \text{val}(K) \) inherits an order from the order on \( K \), and an operation \( \odot \) from the multiplication on \( K \). They are defined for \( a, b \in \text{val}(K) \) by:

\[
\begin{align*}
    a < b & \iff a \neq b \text{ and } |a| < |b| \\
    a \odot b & = \text{val}(ab)
\end{align*}
\]

for any \( a \in \text{val}^{-1}(a), b \in \text{val}^{-1}(b) \).

These definitions do not depend on the choice of the lifts \( a, b \).

**Proposition 2.3.** The ordering relation \( a < b \) and the operation \( a \odot b \) are well-defined for any \( a, b \in \text{val}(K) \). Moreover, the set \( \text{val}(K \setminus \{0\}) \), equipped with the order \( < \), the operation \( \odot \), and the neutral element \( 1 := \text{val}(1) \), forms an ordered abelian group.

**Proof.** First, let us show that \( a < b \) is well defined for any \( a, b \in \text{val}(K) \). Suppose that \( a \neq b \). Consider any \( a \in \text{val}^{-1}(a), b \in \text{val}^{-1}(b) \), and assume without loss of generality that \( |a| < |b| \). Then, we claim that \( |a'| < |b'| \) for all \( a' \in \text{val}^{-1}(a) \) and \( b' \in \text{val}^{-1}(b) \). By definition, there exist two rational numbers \( p, q \in \mathbb{Q} \) such that \( |a'| < p|a| \) and \( |b| < q|b'| \). Since \( |a| < |b| \), we obtain \( |a'| < pq|b'| \). Suppose, by contradiction, that \( |a'| \geq |b'| \). Then, \( |a'| > \frac{1}{2}|b'| \). Consider the rational number \( r = \max\{pq, 2\} \). We have \( r^{-1}|b'| < |a'| < r|b'| \). Hence, \( a' \) and \( b' \) belong to the same Archimedean class. This contradicts the hypothesis \( \text{val}(a) \neq \text{val}(b) \), and proves our claim.

Second, let us show \( a \odot b = \text{val}(ab) \) is independent of the choice of \( a \in \text{val}^{-1}(a) \) and \( b \in \text{val}^{-1}(b) \). Consider any lifts \( a, a' \in \text{val}^{-1}(a) \) and \( b, b' \in \text{val}^{-1}(b) \). By definition, there exist two rational numbers \( p, q \in \mathbb{Q} \) such that \( p^{-1}|a'| < |a| < p|a'| \) and \( q^{-1}|b'| < |b| < q^{-1}|b'| \). It follows that \( (pq)^{-1}|a'b'| < |ab| < (pq)|a'b'| \), and thus \( \text{val}(a'b') = \text{val}(ab) \).

It follows immediately from the definition that \( \odot \) is commutative, admits \( 1 = \text{val}(1) \) as a neutral element, and that any element \( \text{val}(a) \in \text{val}(K \setminus \{0\}) \) has an inverse \( \text{val}(a^{-1}) \). Moreover, it is also easy to see that \( a > b \) implies \( a \odot c > b \odot c \) for all \( a, b \in \text{val}(K) \) and \( c \in \text{val}(K \setminus \{0\}) \). Consequently, \( (\text{val}(K \setminus \{0\}), <, \odot) \) is an ordered abelian group.

In the following, we shall always identify \( \text{val}(K) \) with the tropical semiring based on the value group of \( K \), where we have set \( 0 := \text{val}(0) \). The valuation map satisfies the following crucial properties.

**Proposition 2.4.** Let \( (K, <, +, \cdot, 0, 1) \) be an ordered group and \( (\text{val}(K), <, \oplus, \odot, 0, 1) \) the tropical semiring of its value group. The valuation map, restricted to the set \( K_+ \) of non-negative elements of \( K \), is a homomorphism of ordered semirings, i.e., for any \( a, b \in K_+ \), we have:

\[
\begin{align*}
    \text{val}(a + b) & = \text{val}(a) \oplus \text{val}(b) \\
    \text{val}(ab) & = \text{val}(a) \odot \text{val}(b) \\
    a \geq b & \implies \text{val}(a) \geq \text{val}(b)
\end{align*}
\]

**Proof.** The identity \( \text{val}(ab) = \text{val}(a) \odot \text{val}(b) \), and the implication \( a \geq b \implies \text{val}(a) \geq \text{val}(b) \) are direct consequences of the definition of the order on \( \text{val}(K) \) and of the operation
We now prove the equality $\text{val}(a+b) = \text{val}(a) \oplus \text{val}(b)$. Consider two positive elements $a, b \in K$. Without loss of generality, we can assume that $a \geq b$. We have the inequalities $2a \geq a + b \geq a/2$, and thus $\text{val}(a+b) = \text{val}(a) = \max(\text{val}(a), \text{val}(b))$. 

### 2.2.3 Signed tropical numbers, and the signed valuation map

We now enhance the valuation map with a sign information. The **signed tropical numbers** $T_{\pm} = T_+ \cup T_-$ consist of two copies of $T$, the set of **positive tropical numbers** $T_+$ and the set of **negative tropical numbers** $T_-$. These elements are respectively denoted as $a$ and $\ominus a$ for $a \in T$. The elements $a$ and $\ominus a$ are distinct unless $a = 0_T$. In the latter case, these two elements are identified, i.e., we have $0_T = \ominus 0_T$. The **sign** of the elements $a$ and $\ominus a$ are $\text{sign}(a) = 1$ and $\text{sign}(\ominus a) = -1$, respectively, when $a$ is not $0_T$, and $\text{sign}(0_T) = 0$.

The **reflection map** $a \mapsto \ominus x$ sends a positive element $a$ to $\ominus a$, and a negative element $\ominus a$ to $a$. The **modulus** of $x \in \{a, \ominus a\}$ is defined as $|x| := a$. The multiplication $x \odot y$ of two elements $x, y \in T_{\pm}$ yields the element whose modulus is $|x| + |y|$ and whose sign is the product $\text{sign}(x)\text{sign}(y)$. The **positive part** and the **negative part** of an element $a \in T_{\pm}$ are the tropical numbers $a^+$ and $a^-$ defined by:

$$a^+ = \begin{cases} |a| & \text{if } a \text{ is positive} \\ 0 & \text{otherwise} \end{cases} \quad a^- = \begin{cases} 0 & \text{if } a \text{ is positive} \\ |a| & \text{otherwise} \end{cases}$$

When $T = \text{val}(K)$ is the tropical semiring of an ordered field, we define the **signed valuation map** $\text{sval} : K \rightarrow T_{\pm}$ by:

$$\text{sval} : a \mapsto \begin{cases} \text{val}(a) & \text{if } a \geq 0 \\ \ominus \text{val}(a) & \text{otherwise} \end{cases}$$

Consequently, $a \in K$ and $\text{sval}(a)$ have the same sign, $\text{sval}(-a) = \ominus \text{sval}(a)$, and the modulus of $\text{sval}(a)$ is $\text{val}(|a|)$. Moreover, the signed valuation map preserves the multiplication: we have $\text{sval}(ab) = \text{sval}(a) \odot \text{sval}(b)$ for any $a, b \in K$. Note that we do not equip the tropical signed numbers with an additive law, as $a \oplus (\ominus a)$ would not be defined. Similarly, we do not define an order on $T_{\pm}$. However, $T_{\pm}$ can be embedded into a semiring, called the **symmetrized tropical semiring**; see Section 7.2.1. In the following, an element of an ordered field will be written in bold and its signed value with a standard font, e.g., $a = \text{val}(a)$. Modulus, the reflection map, positive and negative parts, and signed valuation extend to matrices entry-wise.

### 2.2.4 Hahn series

Given a (totally) ordered abelian group $(G, <, +, 0)$, the set of **Hahn series** $\mathbb{R}[t^G]$ with value group $(G, <, +, 0)$ and with real coefficient consists of formal series

$$a := \sum_{g \in G} a_g t^g,$$
where the coefficients $a_g$ are real numbers, and the support $\text{Supp}(a) := \{ g \in G \mid a_g \neq 0 \}$ is anti well-ordered (i.e., every non-empty subset of $\text{Supp}(a)$ admits a greatest element). Note that Hahn series are sometimes defined as series with well-ordered support, instead of anti well-ordered. As we use the $(\max, +)$ notation for tropical semirings, we find it more natural to adopt the anti well-ordered definition. We shall equip the set of Hahn series with an $L_\text{aw}$-structure $(\mathbb{R}[t^G], <, +, . , 0, 1)$. The constant symbol 0 is interpreted as the unique Hahn series with empty support, while 1 is the Hahn series $1_R = \sum_{g \in G} t^g$, where $1_R$ is the multiplicative identity of $\mathbb{R}$ and $0_G$ the additive identity of $G$. Addition and multiplication are defined, for any $a = \sum_{g \in G} a_g t^g$ and $b = \sum_{g \in G} b_g t^g$, by:

$$
a + b := \sum_{g \in G} (a_g + b_g) t^g,
$$

$$
ab := \sum_{g \in G} \left( \sum_{\alpha, \beta \in G, \alpha + \beta = g} a_{\alpha} b_{\beta} \right) t^g.
$$

**Theorem 2.5.** Hahn series, equipped with the addition and multiplication of formal series, forms a field.

*Proof.* We give a sketch of proof for the sake of completeness, and refer to [Pas77, Chap. 13, Theorem 2.11] for details. Let $A = \text{Supp}(a)$ and $B = \text{Supp}(b)$. To prove the stability of the addition, it is sufficient to observe that $\text{Supp}(a + b) \subseteq A \cup B$ is anti well-ordered, since $A$ and $B$ are.

For the multiplication, one first show that $\text{Supp}(ab)$ is well-ordered. It comes from the fact that $\text{Supp}(ab)$ is a subset of the Minkowski sum $A + B$, and that $A + B$ is anti well-ordered. Then, one can show that for any $g \in \text{Supp}(ab)$, there is a finite number of $(\alpha, \beta) \in A \times B$ such that $\alpha + \beta = g$. Consequently, the coefficient of $t^g$ in $ab$ is a well-defined real number.

Proving that $a \neq 0$ has a multiplicative inverse is slightly more involved. In a nutshell, $a$ can always be written as $a = ct^g(1 - w)$ with $c$ a non-zero real number, $g \in G$ and $w$ a Hahn series with support included in the negative elements of $G$. Clearly $c^{-1}t^{-g}$ is a multiplicative inverse of $ct^g$. One then proves that the geometric series $1 + \sum_{i=1}^{\infty} w^i$ is a Hahn series, which is the inverse of $1 - w$.\[\Box\]

The leading coefficient $\text{lc}(x)$ of a Hahn series $a = \sum_{g \in G} a_g t^g$ is the coefficient $a_{\alpha_{\max}}$ where $\alpha_{\max}$ is the greatest element of $\text{Supp}(a)$. By convention, we set $\text{lc}(0) := 0$. A non-null Hahn series $a$ is *positive* if $\text{lc}(a) > 0$, and we write $a > 0$ in this case. Similarly, we write $a > b$ if $a - b > 0$. This definition turns $\mathbb{R}[t^G]$ into an ordered field. Moreover, the topology induced by this order makes $\mathbb{R}[t^G]$ a topological field.

Two Hahn series $a, b$ belongs to the same Archimedean class if and only if $\text{Supp}(a)$ and $\text{Supp}(b)$ have the same greatest element. Hence, the value group of $\mathbb{R}[t^G]$ is $G$, and we can write the Archimedean valuation map as $\text{val}(a) = \max\{ g \in \text{Supp}(a) \}$.

**Theorem 2.6 ([DW96, Theorem 2.15(iv)])**. If $G$ is divisible, then $\mathbb{R}[t^G]$ is a real closed field.
2.2.5 The Hardy field of an o-minimal structure

We now present a particular class of ordered fields of germs real-valued functions, called Hardy fields. Such a field arises from functions that are definable in a o-minimal structure. This framework have been devised by Alessandrini to study the tropicalization of semi-algebraic sets [Ale13].

An expansion \( \mathcal{L}' \) of a language \( \mathcal{L} \) is obtained by adding some new relations, functions and constants to \( \mathcal{L} \). We define an expansion of an \( \mathcal{L} \)-structure \( \mathcal{R} \) to be an \( \mathcal{L}' \)-structure \( \mathcal{R}' \) such that: \( \mathcal{L}' \) is an expansion of \( \mathcal{L} \), \( \mathcal{R} \) and \( \mathcal{R}' \) have the same domain, and the interpretation of the language \( \mathcal{L} \) in \( \mathcal{R} \) coincides with the one in \( \mathcal{R}' \). In the rest of this section, \( \mathcal{R} = (\mathbb{R}, \mathcal{L}) \) will denote an expansion of the \( \mathcal{L}_{or} \)-structure of the real numbers \( \mathbb{R} \).

In particular, the domain of \( \mathcal{R} \) is the set of real numbers.

A set \( A \in \mathbb{R}^k \) is definable in \( \mathcal{R} \) if there exists an \( \mathcal{L} \)-formula \( \phi(v_1, \ldots, v_k, w_1, \ldots, w_l) \) and an element \( b \in \mathbb{R}^l \) such that \( A = \{ a \in \mathbb{R}^k \mid \mathcal{R} \models \phi(a, b) \} \). Given a definable set \( A \in \mathbb{R}^k \), a map \( F : A \to \mathbb{R}^l \) is definable if its graph \( \{ (a, F(a)) \mid a \in A \} \subseteq \mathbb{R}^{k+l} \) is a definable set.

The structure \( \mathcal{R} \) is o-minimal if every subset of \( \mathbb{R} \) that is definable in \( \mathcal{R} \) is a finite union of points and intervals with endpoints in \( \mathbb{R} \cup \{-\infty, +\infty\} \). Under the o-minimality requirement, definable sets and maps are “well-behaved”. For example, the set \( \{(x, \sin(1/x)) \mid x > 0\} \) is not definable in an o-minimal structure. We refer the reader to [Gf98] or [Cos00] for more details.

We say that two definable functions \( f, g : \mathbb{R} \to \mathbb{R} \) are equivalent, and we write \( f \sim g \), if \( f(t) = g(t) \) ultimately, i.e., for all \( t \) large enough. The germ \( f \) of a definable function \( f \) is the equivalence class of \( f \) for the relation \( \sim \). By abuse of notation, \( f \) will also denote a representative of the germ \( f \).

Let \( H(\mathcal{R}) := \{ f \mid f : \mathbb{R} \to \mathbb{R} \text{ is definable in } \mathcal{R} \} \) be the set of germs of functions definable in \( \mathcal{R} \). Each function symbol \( F \in \mathcal{F} \) has a natural interpretation in \( H(\mathcal{R}) \), by defining \( F(f_1, \ldots, f_n) \) as the germ of the definable function \( t \mapsto F(f_1(t), \ldots, f_n(t)) \). Besides, the set \( \mathcal{R} \) is embedded into \( H(\mathcal{R}) \) by identifying each element \( a \in \mathcal{R} \) with the constant function with value \( a \). This provides an interpretation of the constant symbols of \( \mathcal{L} \) in \( H(\mathcal{R}) \). Finally, given a relation \( R \) of the language \( \mathcal{L} \) and \( f_1, \ldots, f_n \in H(\mathcal{R}) \), the set \( \{ t \mid \mathcal{R} \models R(f_1(t), \ldots, f_n(t)) \} \) is definable, and thus consists in a finite union of points and intervals. Hence, \( R(f_1(t), \ldots, f_n(t)) \) is either ultimately true or ultimately false. This provides an interpretation of \( R \) over \( H(\mathcal{R}) \). In particular, \( f > 0 \) if \( f(t) > 0 \) ultimately.

Consequently, \( H(\mathcal{R}) \) has a natural \( \mathcal{L} \)-structure, which we denote by \( \mathcal{S}(\mathcal{R}) \). It follows from [Cos00] Prop. 5.9 that \( \mathcal{S}(\mathcal{R}) \) and \( \mathcal{R} \) have the same full theory; see also [Fos10] Lemma 2.2.64. In other words, the following holds.

**Proposition 2.7.** Let \( \mathcal{R} \) be an o-minimal \( \mathcal{L} \)-structure and \( \mathcal{S}(\mathcal{R}) \) the natural \( \mathcal{L} \)-structure of the germs of functions that are definable in \( \mathcal{R} \). Then, for any \( \mathcal{L} \)-sentence \( \phi \), we have \( \mathcal{R} \models \phi \) if and only if \( \mathcal{S}(\mathcal{R}) \models \phi \).

As an expansion of \( \mathbb{R} \), the structure \( \mathcal{R} \) satisfies the axioms of the theory of real closed fields. By Proposition 2.7 the structure \( \mathcal{S}(\mathcal{R}) \) satisfies the same axioms. As a result,
$H(\mathbb{R})$ is a real closed field that we will refer to as the Hardy field of structure $\mathbb{R}$. In particular, $H(\mathbb{R})$ is an ordered field, and it carries a natural topology induced by the ordering. The standard topology on $\mathbb{R}$ coincides with the subspace topology induced from $H(\mathbb{R})$.

A structure $\mathbb{R}$ is polynomially bounded if for any definable function $f : \mathbb{R} \to \mathbb{R}$, there exists a natural number $n$ such that $|f(t)| \leq t^n$ ultimately. Miller proved [Mil94b] that in an o-minimal and polynomially bounded expansion of $\mathbb{R}$, if a definable function $f$ is not ultimately zero, then there exists an exponent $r \in \mathbb{R}$ and a non-zero coefficient $c \in \mathbb{R}$ such that

$$\lim_{t \to +\infty} \frac{f(t)}{t^r} = c.$$  \tag{2.1}

The set of such exponents $r$ forms a subfield of $\mathbb{R}$, called the field of exponents of the structure $\mathbb{R}$.

It follows that the Archimedean value group of $H(\mathbb{R})$ is the field of exponents of $\mathbb{R}$, with its additive law. Moreover, the Archimedean valuation can be identified with the map:

$$f \mapsto \lim_{t \to +\infty} \frac{\log(|f(t)|)}{\log(t)}.$$  

In the following, we will use the structure $\mathbb{R}^\mathbb{R}$ which expands $\mathbb{R}$ by adding to the language $\mathcal{L}_0$ the family of function symbols $(f_r)_{r \in \mathbb{R}}$, and interpreting $f_r$ as the power function that maps a positive number $t$ to $t^r$, and any non-positive number to 0. The structure $\mathbb{R}^\mathbb{R}$ is o-minimal, polynomially bounded and its field of exponents is $\mathbb{R}$; see [Mil94a, Mil12]. It follows that the value group of $H(\mathbb{R}^\mathbb{R})$ is the additive group $(\mathbb{R}, <, +, 0)$. Another structure with the same properties is $\mathbb{R}^{an}$, the reals with restricted analytic functions and convergent generalized power series [vdDS98].

### 2.2.6 Maximal ordered groups and fields

Hahn series forms the more general ordered field we need to consider. Indeed, every ordered field can be embedded in $\mathbb{R}[t^G]$ for some group $G$. Recall that an ordered group $G$ is torsion-free, and thus there exists a unique (up to isomorphism) minimal divisible group that contains $G$, called the divisible hull of $G$; see [Mar02, Lemma 3.1.8].

**Theorem 2.8** ([CD69, Theorem II]). Let $K$ be an ordered field with value group $G$. Then, there exists a value and order preserving isomorphism $\pi$ of $K$ into a subfield of $\mathbb{R}[t^G]$.

In addition, assume that $\mathbb{R} \subseteq K$ is any order-isomorphic copy of the reals and $r \mapsto \tilde{r}$ is the unique order-isomorphism of $\mathbb{R}$ onto $\mathbb{R}$. Let $\Delta \subseteq G$ be a rationally independent basis for the divisible hull of $G$, and $(x_\delta)_{\delta \in \Delta} \subseteq K_+$ a system of positive representatives of $\Delta$. Then $\pi$ can be chosen so that $\pi(\tilde{r}x_\delta) = rt^\delta$ for each $r \in \mathbb{R}$ and $\delta \in \Delta$.

Kaplansky proved that any valued field of characteristic 0 can be embedded into a power series field, and his result extends to fields of positive characteristic under some
conditions [Kap42, Theorem 6]. So Theorem 2.8 is sometimes called “Kaplansky’s embedding Theorem” [DW96, Theorem 2.17]; see also [Poo93]. Conrad and Dauns in fact extended this result to lattice-ordered fields [CD69]; see also [Ste10].

The additive group of Hahn series is also the more general group we need.

**Theorem 2.9** (Hahn’s embedding Theorem [Hah07]). Every ordered group is order-isomorphic to a subgroup of the additive group of Hahn series $\mathbb{R}[\{t^S\}]$, for some ordered set $S$.

The notion of Archimedean classes extends to ordered groups, and the set $S$ is in fact the set of Archimedean classes of $G$. Several proofs of this theorem are known, see the books [DW96, Fuc63, Ste10] and the references therein.
Chapter 3

Tropicalizing the simplex method

The simplex method is a family of algorithms that solve classical linear programs on an ordered field $K$, i.e., problems of the form

$$\begin{align*}
\text{minimize} & \quad c^\top x \\
\text{subject to} & \quad Ax + b \geq 0, \ x \in K^n,
\end{align*}$$

where $A \in K^{m \times n}$, $b \in K^m$, and $c \in K^n$. In this chapter, we give conditions under which a simplex algorithm can be implemented using only the “tropical” information $\text{sval}(Abc0)$.

This is motivated by the tropical counterpart of linear programming developed in the subsequent chapters, but also by the question of the complexity of linear programming over ordered fields [Meg87], in particular over fields of rational functions [Jer73a, ER89, FAA02]. Intuitively, we will perform arithmetic operations over series expansions of rational functions using only the leading terms.

In a nutshell, to perform the basic operations of the simplex method, pivoting and computing the signs of reduced costs, it is sufficient to know the signs of some minors of $(Abc0)$. Hence, to tropicalize, it is sufficient to determine the signs of the minors of $(Abc0)$ using only $\text{sval}(Abc0)$. However, pivoting rules may be arbitrary procedures. In order to tropicalize, we restrict ourselves to semi-algebraic pivoting rules, i.e., pivoting rules that have access to the problem at hand only through the signs of polynomials evaluated on $(Abc0)$. It turns out that, for a polynomial $P$, the sign of $P(\text{Abc0})$ can be computed from $\text{sval}(\text{Abc0})$, provided that $\text{sval}(\text{Abc0})$ satisfies some genericity conditions. Moreover, under assumptions on $P$, that sign can be determined in time polynomial in the input size of $\text{sval}(\text{Abc0})$.

This chapter is organized as follows. We first recall basic notions and results on polyhedra and linear programming in Section 3.1. A key idea of this chapter is contained in Section 3.2, where we explain how the sign of a polynomial can be computed by tropical means. Section 3.3 discusses the simplex method in the context of ordered fields. Last, semi-algebraic pivoting rules and the tropical implementation of simplex algorithms are presented in Section 3.4.
In this chapter, we demonstrate the feasibility of the tropicalization of the simplex method. Even if the tropical versions of pivoting and computing reduced costs presented here run in polynomial time, their complexities can be improved. More efficient implementations are presented in Chapter 7.

The tropicalization of simplex operations (pivoting and computing reduced costs) was exposed in [ABGJ13b]. In [ABGJ13a], the tropicalization of combinatorial pivoting rules was presented (combinatorial pivoting rules rely only on the signs of the minors of the input matrix). The study of the tropical shadow-vertex rule [ABG14] led to the more general framework of semi-algebraic pivoting rules that we adopt here.

3.1 Polyhedra over ordered fields

In this section, we review relevant basic results on linear programming and polyhedra over ordered fields. Throughout this chapter, $K$ denotes an arbitrary ordered field.

A halfspace in dimension $n \geq 1$ is a set of the form
\[ H \geq (a, b) := \{ x \in K^n \mid ax + b \geq 0 \} \] (3.1)
where $a \in K^{1 \times n}$ and $b \in K$. When $b = 0$, it is said to be a linear halfspace. The boundary
\[ H(a, b) := \{ x \in K^n \mid ax + b = 0 \} \] (3.2)
of an halfspace in a hyperplane. A polyhedron is the intersection of finitely many halfspaces, i.e., a set of the form:
\[ P(A, b) := \{ x \in K^n \mid Ax + b \geq 0 \} . \]
When $b$ is the zero vector, $P(A, b)$ is a polyhedral cone.

3.1.1 Convexity

A subset $P$ of the $K$-vector space $K^n$ is convex if, for any $x, y \in P$, the set $P$ also contains the convex hull $\text{conv}(x, y)$ of $x$ and $y$, where:
\[ \text{conv}(x, y) := \{ \lambda x + \mu y \mid \lambda, \mu \in K_+ \text{ and } \lambda + \mu = 1 \} . \]
More generally, the convex hull $\text{conv}(S)$ of an arbitrary subset $S \subseteq K^n$ is the smallest convex subset containing $S$. When $S$ consists of finitely many points $x^1, \ldots, x^k \in K^n$, we have:
\[ \text{conv}(x^1, \ldots, x^k) := \left\{ \sum_{i=1}^{k} \lambda_i x^i \mid \lambda_i \in K_+ \text{ for all } i \in [k], \text{ and } \sum_{i=1}^{k} \lambda_i = 1 \right\} . \]
We say that a point $v$ in a convex set $P$ is an extreme point, or vertex, of $P$ if it cannot be expressed as a convex combination of points in $P \setminus \{v\}$. This means that if $v$ is contained in $\text{conv}(x, y)$ for some $x, y \in P$, then $v = x$ or $v = y$. 
A convex cone in $K^n$ is a convex set $C$ that is also stable under multiplication by positive scalars, i.e., for any $x \in C$ and any positive $\lambda \in K$, the point $\lambda x$ belongs to $C$. Equivalently, $C$ is a convex cone if and only if for any finite subset of points $x^1, \ldots, x^k \in C$, the set $C$ contains their positive hull $\text{pos}(x^1, \ldots, x^k)$, where:

$$\text{pos}(x^1, \ldots, x^k) := \left\{ \sum_{i=1}^k \lambda_i x^i \middle| \lambda_i \in K_+ \text{ for all } i \in [k] \right\}.$$ 

As for convex hull, the positive hull $\text{pos}(S)$ of an arbitrary subset $S \subseteq K^n$ is the smallest convex cone containing $S$, or, equivalently, the union of $\text{pos}(x^1, \ldots, x^k)$ for all finite number of points $x^1, \ldots, x^k \in S$.

A ray of a convex cone $C$ is a set of the form $[r] := \{ \lambda r \mid \lambda \in K_+ \}$ for some non-null vector $r \in C$. We say that a ray $[r]$ is an extreme ray of the convex cone $C$ if $x \in [r]$ or $y \in [r]$ whenever $r \in \text{pos}(x, y)$ for some $x, y \in C$.

The “unbounded” part of a convex set $P$ is described by its recession cone $\text{rec}(P)$, where:

$$\text{rec}(P) := \{ r \in K^n \mid \lambda r + x \in P \text{ for all } x \in P \text{ and all } \lambda \in K_+ \}.$$ 

When $P$ is a non-empty polyhedron $P(A, b)$, its recession cone coincides with the polyhedral cone $P(A, 0)$. By extension, we say that $[r]$ is an extreme ray of $P$ if $[r]$ is an extreme ray of its recession cone $\text{rec}(P)$.

### 3.1.2 Double description

In the remaining of this section, we shall prove the following fundamental theorem.

**Theorem 3.1.** A polyhedron on an ordered field is the convex hull of finitely many point and rays. More precisely, for any $A \in K^{m \times n}$ and $b \in K^m$, there exists two finite sets $V, R \subseteq K^n$ such that:

$$P(A, b) = \text{conv}(V) + \text{pos}(R),$$

where $\text{conv}(V) + \text{pos}(R) := \{ x + y \mid x \in \text{conv}(V), y \in \text{pos}(R) \}$ is the Minkowski sum of these two sets.

We shall derive Theorem 3.1 as a corollary of a slightly more precise statement for bounded polyhedra.

**Theorem 3.2 ([CC58]).** A bounded polyhedron on an ordered field is the convex hull of a finite set of points, the set of its extreme points.

**Corollary 3.3.** If $P(A, b)$ is included in the non-negative orthant of $K^n$, then

$$P(A, b) = \text{conv}(V) + \text{pos}(R),$$

where $V$ is the set of extreme points of $P(A, b)$, and $R$ is the set of its extreme rays.
Proof. Let us write \( \mathcal{P} := \mathcal{P}(A, b) \). We homogeneize \( \mathcal{P} \) into the polyhedral cone
\[
\mathcal{C} = \{(x, \lambda) \in K^n \times K \mid Ax + b\lambda \geq 0, \ \lambda \geq 0\}.
\] (3.5)

Clearly, if \( x \) belongs to the polyhedron \( \mathcal{P} \), then \((x, 1) \in \mathcal{C} \). An conversely, if \((x, \lambda)\) is a non-null vector contained in the cone \( \mathcal{C} \), then either \( \lambda = 0 \) and \( x \) is in the recession cone of \( \mathcal{P} \), or \( \lambda^{-1} x \in \mathcal{P} \). Observe that an extreme point \( x \) of \( \mathcal{P} \) yields an extreme ray \([(x, 1)]\) of \( \mathcal{C} \), and an extreme ray \([r]\) of the recession cone of \( \mathcal{P} \) provides an extreme ray \([(r, 0)]\) of \( \mathcal{C} \). Furthermore, any extreme ray of \( \mathcal{C} \) arises in this way.

Since \( \mathcal{P} \) is included in the non-negative orthant of \( K^n \), its homogeneization \( \mathcal{C} \) is included in the non-negative orthant of \( K^{n+1} \). It follows that the set of rays of \( \mathcal{C} \) can be identified with the bounded polyhedron obtained by intersecting \( \mathcal{C} \) with the hyperplane \( \{(x, \lambda) \in K^{n+1} \mid \sum_{j=1}^n x_j + \lambda = 1\} \). By Theorem 3.2, this bounded polyhedron is the convex hull of its set \( G \) of extreme points. Consequently, the cone \( \mathcal{C} \) is the conic hull of \( G \), and it is easy to see that \( G \) consists of a representative of each extreme ray of \( \mathcal{C} \).

It follows that \( \mathcal{P} = \text{conv}(V) + \text{pos}(R) \) where \( V = \{x \in K^n \mid (x, 0) \in G\} \) is the set of extreme points of \( \mathcal{P} \), and \( R = \{r \mid (r, \lambda) \in G \text{ for some } \lambda \neq 0\} \) is the set of extreme rays of \( \mathcal{P} \). \( \square \)

An arbitrary polyhedron may not have extreme points or extreme rays, but it is still finitely generated.

Proof of Theorem 3.4. Observe that an arbitrary polyhedron \( \mathcal{P}(A, b) \subseteq K^n \) is a projection of the polyhedron
\[
\{(x^+, x^-) \in K^n \times K^n \mid Ax^+ - Ax^- + b \geq 0, x^+ \geq 0, x^- \geq 0\},
\]
which is included in the positive orthant, and that this projection preserves convex and conic hulls. The result then follows from Corollary 3.3 \( \square \)

3.1.3 Classical linear programming

A linear program is an optimization problem of the form:
\[
\begin{align*}
\text{minimize} & \quad c^x \\
\text{subject to} & \quad Ax + b \geq 0, \quad x \in K^n, \\
\end{align*}
\]

where \( A \in K^{m \times n} \), \( b \in K^m \), and \( c \in K^n \). Thus a linear program \( \text{LP}(A, b, c) \) seeks a minimizer of a linear function \( x \mapsto c^x \) over a polyhedron \( \mathcal{P}(A, b) \). When \( \mathcal{P}(A, b) \) is empty, we say that \( \text{LP}(A, b, c) \) is infeasible. A linear program is unbounded if, for any \( \nu \in K \), there exists a feasible point \( x \) such that \( c^x < \nu \). An optimal solution of \( \text{LP}(A, b, c) \) is a \( x^* \in \mathcal{P}(A, b) \) such that \( c^x \leq c^{x^*} \) for all \( x \in \mathcal{P}(A, b) \). If an optimal solution exists, \( c^{x^*} \) is called the optimal value of \( \text{LP}(A, b, c) \).

Proposition 3.4. A linear program \( \text{LP}(A, b, c) \) over an ordered field \( K \) is either infeasible, unbounded, or admits an optimal solution.
Proof. If the linear program is infeasible, then the other two possibilities are excluded. Now suppose that \( \mathcal{P}(A, b) \) is not empty. Then, by Theorem 3.1 there exists two finite sets \( V, R \subseteq K^n \) such that
\[
\mathcal{P}(A, b) = \text{conv}(V) + \text{pos}(R).
\]
If there exists a \( r \in R \) such that \( c^\top r < 0 \), then the linear program is unbounded. Otherwise any feasible point \( x \) satisfy \( c^\top x \geq \min_{v \in V} c^\top v \), and an element of \( V \) is an optimal solution. \( \square \)

Unboundedness can be certified as follows.

Lemma 3.5. A feasible linear program \( \text{LP}(A, b, c) \) is unbounded if and only if there exists a \( r \) in the polyhedral cone \( \mathcal{P}(A, b) \) such that \( c^\top r < 0 \).

Proof. Continuing the previous proof, the feasible linear program is unbounded if and only if there exists \( r \in R \) such that \( c^\top r < 0 \), where \( \mathcal{P}(A, b) = \text{conv}(V) + \text{pos}(R) \). Then, observe that \( \text{pos}(R) \) is the recession cone of \( \mathcal{P}(A, b) \), which is exactly the polyhedral cone \( \mathcal{P}(A, b) \). \( \square \)

Duality

The dual linear program of \( \text{LP}(A, b, c) \) is:
\[
\begin{array}{ll}
\text{maximize} & -b^\top y \\
\text{subject to} & A^\top y = c, \ y \geq 0, \ y \in K^m.
\end{array}
\]

Theorem 3.6. Let \( x \) be a feasible solution of the linear program \( \text{LP}(A, b, c) \) and \( y \) a feasible solution of the dual problem \( \text{LD}(A, b, c) \). Then, \( c^\top x \geq -b^\top y \).

Proof. Since \( y \) is dual feasible, we have \( c^\top = y^\top A \). Hence, \( c^\top x = y^\top Ax \) and \( c^\top x + b^\top y = y^\top (Ax + b) \). Since \( y \geq 0 \) and \( Ax + b \geq 0 \), it follows that \( c^\top x + b^\top y \geq 0 \). \( \square \)

Theorem 3.7 (Complementary Slackness). Let \( x^* \) be a feasible solution of the linear program \( \text{LP}(A, b, c) \) and \( y^* \) a feasible solution of the dual problem \( \text{LD}(A, b, c) \) such that:
\[
y^*_i (Ax^* + b_i) = 0 \text{ for all } i \in [m]. \tag{3.6}
\]
Then, \( x^* \) and \( y^* \) are optimal solutions of \( \text{LP}(A, b, c) \) and \( \text{LD}(A, b, c) \) respectively. Moreover, \( c^\top x^* = -b^\top y^* \).

Proof. By Weak Duality (Theorem 3.6), \( -b^\top y^* \) is a lower bound for the optimal value of \( \text{LP}(A, b, c) \), and \( c^\top x^* \) is an upper bound for the optimal value of \( \text{LD}(A, b, c) \). Hence, it is sufficient to prove the equality \( c^\top x^* = -b^\top y^* \). As in the proof of Theorem 3.6, we have \( c^\top x^* + b^\top y^* = (y^*)^\top (Ax^* + b) \). Then, the conditions (3.6) imply that \( (y^*)^\top (Ax^* + b) = 0 \). \( \square \)
3.2 Computing the sign of a polynomial by tropical means

A key ingredient to tropicalize algorithms is to determine the sign of a polynomial expression on an ordered field $K$ using only the information provided by the valuation map. Given a polynomial $P \in \mathbb{Q}[X_1, \ldots, X_l]$, we show that under genericity conditions on $\delta \in K^l$, the sign of $P(\delta)$ can be computed using only $\text{sval}(\delta)$. More precisely, to compute the sign of $P(\delta)$, we solve a linear program over the Newton polytope of the polynomial $P$. The objective function of the linear program is given by $\text{sval}(\delta)$. Hence, if we have an algorithm that solves linear programs over the Newton polytope of $P$ in polynomial time, the sign of $P(\delta)$ can be computed in time polynomial in the input size of $\text{sval}(\delta)$.

We shall write a multivariate polynomial $P \in \mathbb{Q}[X_1, \ldots, X_l]$ as the formal expression:

$$P = \sum_{\alpha \in \Lambda} q_{\alpha} X^\alpha,$$

where $\Lambda \subseteq \mathbb{N}^l$ is a finite set, the coefficients $q_{\alpha} \neq 0$ are rational numbers, and $X^\alpha = \prod_{i=1}^{l} X_i^{\alpha_i}$.

3.2.1 Tropicalization of polynomials

The tropicalization of a polynomial $P \in \mathbb{Q}[X_1, \ldots, X_l]$ is the formal tropical expression:

$$\text{trop}(P) := \bigoplus_{\alpha \in \Lambda} \text{tsign}(q_{\alpha}) \odot \delta_1^{\alpha_1} \odot \cdots \odot \delta_l^{\alpha_l},$$

where $\text{tsign}(q_{\alpha}) = 1$ if $q_{\alpha} > 0$, and $\text{tsign}(q_{\alpha}) = \ominus 1$ if $q_{\alpha} < 0$. A tropical vector $\delta \in T^l_{\pm}$ is generic for the polynomial $P$ if the maximum in

$$\bigoplus_{\alpha \in \Lambda} |\delta_1^{\alpha_1} \odot \cdots \odot \delta_l^{\alpha_l}| = \max_{\alpha \in \Lambda} \alpha_1|\delta_1| + \alpha_2|\delta_2| + \cdots + \alpha_l|\delta_l|,$$

is equal to $0$ or attained on a unique $\alpha^* \in \Lambda$.

We also say that $\delta \in T^l_{\pm}$ is sign-generic for $P$ if, for any two $\alpha, \beta \in \Lambda$ attaining the maximum in (3.8), the terms $\text{tsign}(q_{\alpha}) \odot \delta_1^{\alpha_1} \odot \cdots \odot \delta_l^{\alpha_l}$ and $\text{tsign}(q_{\beta}) \odot \delta_1^{\beta_1} \odot \cdots \odot \delta_l^{\beta_l}$ have the same tropical sign. When $\delta \in T^l_{\pm}$ is generic, or sign-generic, for $P$, we write:

$$\text{trop}(P)(\delta) := \text{tsign}(q_{\alpha^*}) \odot \delta_1^{\alpha^*_1} \odot \cdots \odot \delta_l^{\alpha^*_l},$$

where $\alpha^*$ is any maximizer in (3.8). Observe that if $\delta$ is generic for $P$, then it is sign-generic. Also notice that the modulus of $\text{trop}(P)(\delta)$ is equal to (3.8). We say that $\alpha \in \Lambda$ is a maximizer for $|\text{trop}(P)(\delta)|$ if it attains the maximum in (3.8).

The determinant is a polynomial that plays an important role in this manuscript. The tropicalization of the determinant of a square matrix $M \in T_{\pm}^{n \times n}$ will be denoted by $\text{tdet}(M)$. It is defined by:

$$\text{tdet}(M) := \bigoplus_{\sigma \in \text{Sym}(n)} \text{tsign}(\sigma) \odot M_{1\sigma(1)} \odot \cdots \odot M_{n\sigma(n)};$$
where $\text{Sym}(n)$ is the set of all permutations of $[n]$, and $\text{tsign}(\sigma) = 1$ if $\sigma$ is an even permutation and $\text{tsign}(\sigma) = -1$ otherwise. Observe that

$$|\text{tdet}(M)| = \max_{\sigma \in \text{Sym}(n)} |M_{1\sigma(1)}| + \cdots + |M_{n\sigma(n)}|.$$  (3.10)

Computing a maximizer for $|\text{tdet}(M)|$ amounts to finding a permutation which attains the maximum in (3.10). Such a permutation is a solution of the assignment problem with costs $(|M_{ij}|)$. It can be found in time $O(n^3)$ using the Hungarian method; see [Sch03, §17.3].

**Lemma 3.8.** Consider a polynomial $P = \sum_{\alpha \in A} q_\alpha X^\alpha \in \mathbb{Q}[X_1, \ldots, X_l]$ and $\delta \in K^l$. Suppose that $\delta = \text{val}(\delta)$ is sign-generic for the polynomial $P$, then

$$\text{trop}(P)(\delta) = \text{val}(P(\delta)) .$$

**Proof.** First one easily checks that if two elements $x, y \in K$ have the same value and the same sign, then $\text{val}(x+y) = \max(\text{val}(x), \text{val}(y))$ and $x+y$ has the same sign as $x$ and $y$. Similarly, if $\text{val}(x) > \text{val}(y)$, then we have $\text{val}(x+y) = \text{val}(x)$ and $x+y$ has the same sign as $x$.

Let $A^*$ be the set of maximizer for $|\text{trop}(P)(\delta)|$. For any $\alpha^* \in A^*$, the image under the signed valuation map of the monomial $q_{\alpha^*} \prod_i \delta_i^{\alpha_i}$ is $\text{trop}(P)(\delta)$. Consequently, the signed value of $\sum_{\alpha^* \in A^*} q_{\alpha^*} \prod_i \delta_i^{\alpha_i}$ is also $\text{trop}(P)(\delta)$. For every $\alpha \in A \setminus A^*$ the monomial $q_\alpha \prod_i \delta_i^{\alpha_i}$ has a value strictly smaller than $|\text{trop}(P)(\delta)|$. Hence, the signed value of $P(\delta)$ is $\text{trop}(P)(\delta)$. \hfill $\square$

When $\delta \in \mathbb{T}_{\pm 1}$ is (sign-)generic for a polynomial $P$, computing $\text{trop}(P)(\delta)$ amounts to finding a maximizer for $|\text{trop}(P)(\delta)|$. It turns out that such a maximizer is an optimal vertex of an (abstract) linear program over the polytope $\text{conv}(A)$, the *Newton polytope* of $P$.

To see this, let us first suppose that $\delta$ does not have 0 entries. In that case, $\text{trop}(P)(\delta)$ is not equal to 0. Moreover, $|\text{trop}(P)(\delta)|$ is the maximum of the linear function $\alpha \mapsto \sum_{i \in |l|} \alpha_i |\delta_i|$, evaluated on the finite number of points $\alpha \in A$. By convexity, $|\text{trop}(P)(\delta)|$ is the optimal value of the following optimization problem:

$$\begin{align*}
\text{maximize} & \quad \sum_{i \in |l|} \alpha_i |\delta_i| \\
\text{subject to} & \quad \alpha \in \text{conv}(A).
\end{align*}$$

(3.11)

Hence, the set of maximizers for $|\text{trop}(P)(\delta)|$ is exactly the set of optimal vertices of the linear program (3.11). Observe that the feasible set of (3.12) is included in $\mathbb{R}^l$, while the objective function takes values in the totally ordered abelian group $G = \mathbb{T} \setminus \{0\}$. Hence, the problem (3.12) is a linear program on $\mathbb{R}^l$ with an abstract linear objective function.

Now, if $\delta \in \mathbb{T}_{\pm 1}$ has some entries equal to 0, a small technical difficulty arises.
Lemma 3.9. Let \( T = T(G) \). Consider a polynomial \( P = \sum_{\alpha \in A} q_\alpha X^\alpha \in \mathbb{Q}[X_1, \ldots, X_l] \) and suppose that \( \delta \in T_\pm^l \). Then, a maximizer for \( |\text{trop}(P)(\delta)| \) is given by an optimal vertex of the problem:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in [l]} \alpha_i d_i \\
\text{subject to} & \quad \alpha \in \text{conv}(A),
\end{align*}
\]

(3.12)

where \( d \) is the vector with entries in the additive group \( \mathbb{Q} \times G \), ordered lexicographically, defined by \( d_i = (-1, 0) \) if \( \delta_i = 0 \) and \( d_i = (0, |\delta|_i) \) otherwise.

Proof. If \( \delta \) has no \( 0 \) entries, then the problems (3.11) and (3.12) have the same optimal solutions. Otherwise, if \( \delta \) has \( 0 \) entries, it may happen that \( \text{trop}(P)(\delta) = 0 \). This is the case if and only if, for all \( \alpha \in A \), there exists an \( i \in [l] \) with \( \delta_i = 0 \) and \( \alpha_i > 0 \). Consequently, \( \text{trop}(P)(\delta) = 0 \) if and only if the optimal value of

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in [l]|\delta_i = 0} \alpha_i \\
\text{subject to} & \quad \alpha \in \text{conv}(A),
\end{align*}
\]

(3.13)

is strictly greater than 0. In this case, every \( \alpha \in A \) is a maximizer for \( |\text{trop}(P)(\delta)| \). This holds in particular for an optimal vertex of (3.12).

If \( \text{trop}(P)(\delta) \neq 0 \), then the optimal value of (3.13) is equal to 0, and \( |\text{trop}(P)(\delta)| \) is the optimal value of:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in [l]|\delta_i \neq 0} \alpha_i \\
\text{subject to} & \quad \alpha \in \text{conv}(A) \\
& \quad \sum_{i \in [l]|\delta_i = 0} \alpha_i = 0.
\end{align*}
\]

(3.14)

Furthermore, any optimal vertex of (3.14) is a maximizer for \( |\text{trop}(P)(\delta)| \). Observe that (3.14) and (3.12) have the same set of optimal solutions. \( \square \)

3.2.2 Tropically tractable polynomials

We say that a polynomial \( P = \sum_{\alpha \in A} q_\alpha X^\alpha \in \mathbb{Q}[X_1, \ldots, X_l] \) is tropically tractable if there is an algorithm that, given any \( \delta \in T_\pm^l \) that is sign-generic for \( P \), returns the the sign of \( \text{trop}(P)(\delta) \) in time polynomial in the input size \( \langle \delta \rangle \) of \( \delta \).

The (binary) input size of an integer \( z \in \mathbb{Z} \) is the number of bit required to write \( z \) in the binary representation. When \( z = 0 \) only one bit is needed. Otherwise, we need one bit for the sign and \( \lceil \log_2(|z|+1) \rceil \) bits for the absolute value \( |z| \), hence \( \langle \delta \rangle := \lceil \log_2(|z|+1) \rceil + 1 \). The input size of a rational number \( r \), which can always be written as \( r = p/q \) where \( p \) and \( q > 0 \) are relatively prime integers, is \( \langle r \rangle = \langle p \rangle + \langle q \rangle \). The input size of a matrix is the sum of the input sizes of its entries. In particular, the input size of a vector \( v \in \mathbb{Q}^l \) is always greater than \( l \).
The notion of input size is a-priori not well defined for elements of an arbitrary group $G$. Since this is sufficient for our purposes, we shall study the tropical tractability of polynomials over tropical semirings of the form $T(Q^r)$, where $r$ is an integer and $Q^r$ is equipped with component-wise addition and lexicographic order. Note that Hahn’s embedding theorem (Theorem 2.9) states that any totally ordered abelian group $G$ is order-isomorphic to an additive subgroup of $R^{|S|}$ equipped with a lexicographic order, where $S$ is a suitable (possibly infinite) ordered set. Hence, $G$ contains a subgroup which can be identified with a subgroup of $Q^{|S|}$. The notion of input size is then well-defined for the elements of $Q^{|S|}$ with a finite number of non-zero components. This of course depends on the embedding into $Q^{|S|}$, which may not be known a-priori. Here, we assume that such an embedding is known.

We now give sufficient conditions on a polynomial to be tropically tractable.

**Proposition 3.10.** Consider a polynomial $P = \sum_{\alpha \in \Lambda} q_\alpha X^\alpha \in Q[X_1, \ldots, X_l]$ that satisfies the following properties:

(i) there exists an algorithm which computes $\text{sign}(q_\alpha)$, for every $\alpha \in \Lambda$, in time polynomial in $l$;

(ii) the Newton polytope $\text{conv}(\Lambda)$ is contained in a $L_\infty$-ball of radius $R$, where the input size of $R$ is polynomial in $l$;

(iii) there exists an algorithm, which given any $\eta \in Q^l$, returns an optimal vertex of the linear program

$$\begin{align*}
\text{maximize} & \quad \eta^\top \alpha \\
\text{subject to} & \quad \alpha \in \text{conv}(\Lambda),
\end{align*}$$

in time polynomial in $\langle \eta \rangle$.

Then $P$ is tropically tractable.

**Proof.** Let $T = T(Q^{r-1})$ for a finite $r > 1$ and $\delta \in T^l_\pm$ be sign-generic for trop($P$). By Lemmas 3.8 and 3.9 it is sufficient to find an optimal vertex of the problem (3.12), i.e., a maximizer of the linear function $\alpha \mapsto \sum_{i \in [l]} \alpha_i d_i$ which takes values in the lexicographically ordered group $Q^r$. We shall use instead a real-valued linear objective function, $\alpha \mapsto \eta^\top \alpha$ for some $\eta \in Q^l$ with an input size bounded by $l$ and $\langle \delta \rangle$, that provides the same set of optimal solutions.

Note that we are interested in optimal vertices of conv($\Lambda$), hence of elements of $\Lambda$. Thus, it is sufficient to find a $\eta$ such that $\alpha \mapsto \sum_{i \in [l]} \alpha_i d_i$ and $\alpha \mapsto \eta^\top \alpha$ have the same maximizers in $\Lambda$. Let us denote $d_i = (d_{ij})_{j \in [r]} \in Q^r$ for any $i \in [l]$.

Up to multiplying $d$ by the common denominators of the $(d_{ij})_{ij}$, we can assume that the $d_{ij}$ are integers (note that this transformation does not change the sum of the input sizes of the $d_{ij}$). By assumption (i), there exists an integer $R' \geq 1$, whose input size in bounded by a polynomial in $l$ and $\langle \delta \rangle$, such that

$$-R' < \sum_{i \in [l]} \alpha_i d_{ij} < R'$$

(3.16)
for all points $\alpha \in \Lambda$ and all $j \in [r]$.

The objective vector $\eta \in \mathbb{Q}^l$, defined by $\eta_i = \sum_{j \in [1+r]} d_{ij}(2R')^{-j}$ for all $i \in [l]$, satisfies the required properties. Indeed, $\eta^T \alpha \geq \eta^T \beta$ for some $\alpha, \beta \in \Lambda$ if and only if

$$
\sum_{j \in [r]} \left( R' + \sum_{i \in [l]} \alpha_id_{ij} \right) (2R')^{-j} \geq \sum_{j \in [r]} \left( R' + \sum_{i \in [l]} \beta_id_{ij} \right) (2R')^{-j}.
$$

(3.17)

By (3.16), the numbers $R' + \sum_{i \in [l]} \alpha_id_{ij}$ and $R' + \sum_{i \in [l]} \beta_id_{ij}$ are positive integers strictly smaller than $2R'$. Hence, the left and right-hand side of (3.17) can be thought of as expansions of rationals in base $2R'$. If follows that the inequality (3.17) holds if and only if

$$
\left( \sum_{i \in [l]} \alpha_id_{i1}, \ldots, \sum_{i \in [l]} \alpha_id_{ir} \right) \geq_{\text{lex}} \left( \sum_{i \in [l]} \beta_id_{i1}, \ldots, \sum_{i \in [l]} \beta_id_{ir} \right).
$$

Lemma 3.11. A determinant is a tropically tractable polynomial. More precisely, given a $M \in \mathbb{T}^{n \times n}$ which is sign-generic for the $n \times n$ determinant polynomial, the sign of tdet($M$) can be computed in $O(n^3)$ operations an in space polynomial in $|M|$.

Proof. This is a consequence of Proposition 3.10. The determinant of a $n \times n$ matrix is the polynomial of $\mathbb{Q}[X_{11}, \ldots, X_{nn}]$ defined by

$$
det = \sum_{\sigma \in S([n])} \text{sign}(\sigma) \prod_{i \in [n]} X_{i\sigma(i)}.
$$

A permutation $\sigma \in S([n])$ corresponds to the vector of exponents $\alpha_{ij} \in \mathbb{N}^{n \times n}$ defined for all $i \in [n]$ by $\alpha_{i\sigma(i)} = 1$ and $\alpha_{ij} = 0$ for $j \neq \sigma(i)$. Hence, the Newton polytope of the $n \times n$ determinant is the Birkhoff polytope: its vertices are in bijection with the perfect matchings of the complete bipartite graph between two sets of nodes of cardinality $n$. This polytope is contained in the $L_{\infty}$-ball of radius 1 centered at the origin. Hence, Proposition 3.10 (i) is satisfied.

The sign of a permutation $\sigma \in S([n])$ can be computed in $O(n)$ operations by counting the number of transpositions. Consequently, Proposition 3.10 (ii) holds.

Finally, a linear program over the Birkhoff polytope is a maximal assignement problem. It can be solved in strongly polynomial time (in fact in $O(n^3)$ operations) by the Hungarian method; see [Sch03, Theorem 17.3]. Thus, Proposition 3.10 (iii) is satisfied.

A separation oracle for a convex set $C \subseteq \mathbb{R}^l$ is a routine which, given $\alpha \in \mathbb{R}^l$ decides whether $\alpha \in C$, and if not, returns a hyperplane that separates $\alpha$ from $C$, i.e., finds a vector $d \in \mathbb{R}^l$ such that $d^T \alpha > \max\{d^T \beta \mid \beta \in C\}$.

**Proposition 3.12.** Consider a polynomial $P = \sum_{\alpha \in \Lambda} q_\alpha X^\alpha \in \mathbb{Q}[X_1, \ldots, X_l]$ that satisfies Conditions (ii) and (iii) of Proposition 3.10 and such that there exists a polynomial-time separation oracle for the Newton polytope conv($\Lambda$). Then $P$ is tropically tractable.
3.3 The simplex method

In this section, we recall the basic notions needed to present the simplex method.

Basic points

A **basis** of a polyhedron \( \mathcal{P}(A, b) \) a subset \( I \subseteq [m] \) of cardinality \( n \) such that the submatrix \( A_I \), formed from the rows with indices in \( I \), is non-singular. The system

\[
\bigcap_{i \in I} \mathcal{H}(A_i, b_i) = \{ x \in K^n \mid A_I x + b_I = 0 \} \tag{3.18}
\]

contains a unique point, called a **basic point** and denoted as \( x^I \). When \( x^I \) belongs to the polyhedron \( \mathcal{P}(A, b) \), it is called a **feasible basic point**, and we say that \( I \) is a **feasible basis**. By extension, we say that \( I \) is a (feasible) basis of a linear program \( \text{LP}(A, b, c) \) if it is a (feasible) basis for its feasible set \( \mathcal{P}(A, b) \).

**Remark 3.13.** A basis is sometimes defined by a partition of the (explicitly bounded) variables \( (w_1, \ldots, w_m) \) in “basic” and “non-basic” variables, where \( w = Ax + b \). Observe that \( I \) corresponds to the “non-basic” variables as it indexes the zero coordinates of \( w \).

Basic points are the “algebraic” counterpart of the geometric notion of extreme points.

**Proposition 3.14.** Each feasible basic point of a polyhedron is an extreme point. Conversely, each extreme point is a basic point for some feasible basis.

**Proof.** Let \( x^I \) be a basic point for some basis \( I \). Suppose by contradiction that \( x^I \) is not an extreme point of \( \mathcal{P}(A, b) \). Then \( x^I = \lambda y + (1 - \lambda)z \) for some \( y, z \in \mathcal{P}(A, b) \) and \( 0 < \lambda < 1 \). As \( y \neq x^I \), we have \( A_i y + b_i > 0 \) for some \( i \in I \), otherwise \( y \) would be a solution of the system \( \text{(3.18)} \). Since \((1 - \lambda)(A_i z + b_i) = -\lambda(A_i y + b_i) < 0 \) and \((1 - \lambda) > 0 \), we deduce that \( A_i z + b_i < 0 \), and thus that \( z \not\in \mathcal{P}(A, b) \), a contradiction.

Conversely, consider an extreme point \( x \) of \( \mathcal{P}(A, b) \). Let \( I = \{ i \in [m] \mid A_i x + b_i = 0 \} \). If \( A_I \) has a rank smaller than the dimension \( n \), then there exists a vector \( d \neq 0_K^n \) in the kernel of \( A_I \). Hence, for \( \lambda > 0 \) small enough, the points \( x + \lambda d \) and \( x - \lambda d \) belongs to \( \mathcal{P}(A, b) \). Hence, \( x \) is in the convex hull of two points of \( \mathcal{P}(A, b) \) that are distincts from \( x \). Consequently \( A_I \) has rank at least \( n \), hence it contains a \( n \times n \) submatrix \( A_{I'} \) with \( \det(A_{I'}) \neq 0 \). \( \square \)
Note however that two distinct bases $I, I'$ can yield the same basic point. This will not happen under the non-degeneracy assumption explained below.

Given a basis, the corresponding basic point can be computed with Cramer’s formulæ.

**Proposition 3.15** (Cramer’s formulæ). Let $I$ be a basis of $\mathcal{P}(A, b)$. The components of the basic point $x^I \in \mathbb{R}^n$ are given by:

$$x^I_j = (-1)^{n+1+j} \frac{\det(A_{I,j} b_I)}{\det(A_I)}$$

for all $j \in [n]$, \hspace{1cm} (3.19)

where $A_{I,j}$ is the submatrix of $A_I$ obtained by removing the $j$th column.

**Proof.** Consider any $k \in [m]$. Expanding the determinant of $A_I b_I$ along the last row yields:

$$\det(A_I b_I) = \sum_{j=1}^{n} (-1)^{n+1+j} A_{kj} \det(A_{I,j} b_I) + (-1)^{2n+2} b_k \det(A_I)$$

\hspace{1cm} (3.20)

Now suppose that $k \in I$. Since the determinant is an alternative form, we have $\det(A_I b_I) = 0$. Since $\det(A_I) \neq 0$, we deduce that $\sum_{j=1}^{n} A_{kj} x^I_j + b_k = 0$. Hence, (3.19) provides the unique solution $A_I^{-1}(-b_I)$ of the system (3.18).

Cramer’s formulæ provide the following characterization of feasible bases.

**Lemma 3.16.** Let $I$ be a basis of $\mathcal{P}(A, b)$. The basis $I$ is feasible if and only if:

$$\det\left(\begin{array}{c|c}
A_I & b_I \\
\hline
A_k & b_k
\end{array}\right) / \det(A_I) \geq 0 \quad \text{for all } k \in [m] \setminus I .$$

**Proof.** By definition, a basis $I$ is feasible if and only if the basic point $x^I$ satisfy the inequalities $Ax + b \geq 0$. By definition of a basic point, $A_I x^I + b_I = 0$. Hence, it suffices to check the inequalities $A_k x^I + b_k \geq 0$ for $k \in [m] \setminus I$. Equation (3.20) shows that $A_k x^I + b_k$ is equal to $\det\left(\begin{array}{c|c}
A_I & b_I \\
\hline
A_k & b_k
\end{array}\right) / \det(A_I)$.

**Degeneracy**

In general, a feasible basic point $x^I$ may be contained in a hyperplane $\mathcal{H}(A_k, b_k)$ for some $k \not\in I$. When this happens we say that the basis $I$ is *degenerate*. A polyhedron $\mathcal{P}(A, b)$ is *non-degenerate* if it does not admit a degenerate basis. Under the non-degeneracy assumption, two distinct bases yield two distinct basic points. Geometrically, this implies that the polyhedron is simple. By extension, we say that a linear program $\text{LP}(A, b, c)$ is (primally) non-degenerate when its feasible set $\mathcal{P}(A, b)$ is non-degenerate. Non-degeneracy corresponds to the following algebraic conditions.
Lemma 3.17. A polyhedron $\mathcal{P}(A, b)$ is non-degenerate if and only if, for every feasible basis $I$, the following strict inequalities are satisfied:

$$\frac{\det(A_I b_I)}{\det(A_I)} > 0 \quad \text{for all } k \in [m] \setminus I.$$ 

Proof. This follows immediately from the arguments in the proof of Lemma 3.16 \(\square\)

Edges

A subset $K \subseteq [m + n]$ of cardinality $n - 1$ defines a (feasible) edge

$$\mathcal{E}_K := \bigcap_{i \in K} \mathcal{H}(A_i, b_i) \cap \mathcal{P}(A, b)$$

when $\bigcap_{i \in K} \mathcal{H}(A_i, b_i)$ is an affine line that intersects $\mathcal{P}(A, b)$. Notice that an edge defined in this way may have “length zero”, i.e., as a set it may only consist of a single point. However, this does not happen under the non-degeneracy assumption.

A basic point $x_I$ is contained in the $n$ edges defined by the sets $I \setminus \{i_{\text{out}}\}$ for $i_{\text{out}} \in I$. The edge $\mathcal{E}_{I \setminus \{i_{\text{out}}\}}$ is contained in a half-line $\{x_I + \mu d_I \setminus \{i_{\text{out}}\} \mid \mu \geq 0\}$ that we direct with the vector $d_I \setminus \{i_{\text{out}}\} \in K^n$, defined as the unique solution $d \in K^n$ of the system:

$$A_I \setminus \{i_{\text{out}}\} d = 0 \quad \text{and} \quad A_{i_{\text{out}}} d = 1. \quad (3.21)$$

The edge $\mathcal{E}_{I \setminus \{i_{\text{out}}\}}$ is unbounded if and only if the set

$$\text{Ent}(I, i_{\text{out}}) := \{i \in [m] \setminus I \mid A_{i} d_I \setminus \{i_{\text{out}}\} < 0\}$$

is empty. Otherwise, the length of the edge is given by:

$$\bar{\mu} = \min \left\{ \frac{A_{i} x_I + b_{i}}{-A_{i} d_I \setminus \{i_{\text{out}}\}} \mid i \in \text{Ent}(I, i_{\text{out}}) \right\}.$$ 

The other endpoint of the edge is $x' = x_I + \bar{\mu} d_I \setminus \{i_{\text{out}}\}$. Clearly, this point is contained in the hyperplanes $\mathcal{H}(A_{i}, b_{i})$ for $i \in I \setminus \{i_{\text{out}}\}$, but also for $i \in \text{Ent}(I, i_{\text{out}})$. Moreover, the intersection $\bigcap_{i \in I \setminus \{i_{\text{out}}\} \cup \{i_{\text{ent}}\}} \mathcal{H}(A_{i}, b_{i})$ is reduced to $x'$ for any $i_{\text{ent}} \in \text{Ent}(I, i_{\text{out}})$. Hence, for any such $i_{\text{ent}}$, the set $I \setminus \{i_{\text{out}}\} \cup \{i_{\text{ent}}\}$ is a feasible basis and $x'$ the corresponding basic point. A basis $I'$ is said to be adjacent to a basis $I$ if it is of the form $I' = I \setminus \{i_{\text{out}}\} \cup \{i_{\text{ent}}\}$ for some $i_{\text{out}} \in I$ and $i_{\text{ent}} \in \text{Ent}(I, i_{\text{out}})$. In that case, we also say that the basic point $x''$ is adjacent to the basic point $x_I$. For a non-degenerate polyhedron, the set $\text{Ent}(I, i_{\text{out}})$ is either empty or reduced to a singleton.

Reduced costs and optimal bases

Moving along an edge $\mathcal{E}_{I \setminus \{i_{\text{out}}\}}$ from the basic point $x_I$ decreases the objective function $x \mapsto c^\top x$ if and only if the reduced cost $y_{i_{\text{out}}}^* = c^\top d_I \setminus \{i_{\text{out}}\}$ is negative.
Lemma 3.18. The vector of reduced costs $y^I = (y^I_{i_{\text{out}}})_{i_{\text{out}} \in I}$ at a basis $I$ is the unique solution of the following system of equations:

$$
(A^I)^\top y = c .
$$

(3.22)

Proof. By (3.21), the direction vector $d^I\setminus\{i_{\text{out}}\}$ is equal to $A^{-1}_I e^{i_{\text{out}}}$, where $e^k$ is the $k$-th unit vector of $K^{\lvert I \rvert}$. It follows that $y^I_{i_{\text{out}}} = c^\top A^{-1}_I e^{i_{\text{out}}}$. Hence, $y^I = (A^{-1}_I)^\top c$, which is the unique solution of (3.22).

Lemma 3.19. Let $I$ be a feasible basis. If reduced costs $(y^I_{i_{\text{out}}})_{i_{\text{out}} \in I}$ are non-negative, then the basic point $x^I$ is an optimal solution of the linear program $\text{LP}(A, b, c)$.

Proof. We can extend $y^I = (y^I_{i_{\text{out}}})_{i_{\text{out}} \in I} \in K^{\lvert I \rvert}$ to a vector $K^m$ by adding components equal to 0. Then, the pair $(x^I, y^I)$ satisfy the complementary slackness conditions (Theorem 3.7).

We say that a feasible basis $I$ is optimal if the reduced costs at $I$ are non-negative. Note that, in case of degeneracy, a basic point $x^I$ may be an optimal solution while $I$ is not an optimal basis.

Example 3.20. Consider the linear program:

$$
\begin{align*}
\text{minimize} & \quad x_2 \\
\text{subject to} & \quad x_1 \geq x_2, \ x_1 \geq 0, \ x_2 \geq 0.
\end{align*}
$$

The point $(0, 0)$ is an optimal solution. It is a basic point for the basis indexing the inequalities $x_1 \geq x_2$ and $x_1 \geq 0$. However, the vector of reduced costs for this basis is $(-1, 1)$, which have a negative component. Hence this basis is not optimal.

The simplex method

We now present the simplex method. For the sake of simplicity, we restrict the exposition to non-degenerate linear programs. The principle of the simplex method is to pivot from feasible basis to feasible basis by following edges. The signs of the reduced costs indicate which pivot improves the objective value and provide a stopping criterion.

Each iteration of the simplex method starts with a feasible basis $I$. The reduced costs $y^I$ are computed. If $y^I$ is non-negative, then the current basis $I$ is optimal, and the basic point $x^I$ is an optimal solution of the problem.

If the current basis is not optimal, an edge $E \setminus \{i_{\text{out}}\}$ with a negative reduced cost $y^I_{i_{\text{out}}}$ is selected. The index $i_{\text{out}}$ is called a leaving index. If the selected edge is unbounded, then the linear program is unbounded. Otherwise, the algorithm pivots, i.e., moves to the other end of the selected edge. By the non-degeneracy assumption, the set $\text{Ent}(I, i_{\text{out}})$ is reduced to a singleton $\{i_{\text{ent}}\}$. The index $i_{\text{ent}}$ is called the entering index. The other endpoint of the edge is a basic point for the basis $I' = I \setminus \{i_{\text{out}}\} \cup \{i_{\text{ent}}\}$. The basis $I'$ is then used to perform the next iteration.

Algorithm 1 describes the simplex method for a linear program $\text{LP}(A, b, c)$. We have denoted by $\text{Unbounded}(A, b)$ a routine which, given a feasible basis $I$ and a leaving
Algorithm 1: The simplex method for non-degenerate linear programs

**Data:** $A \in \mathbb{K}^{m \times n}, b \in \mathbb{K}^m$ and $c \in \mathbb{K}^n$

**Input:** A feasible basis $I^1$ of the linear program $LP(A, b, c)$.

**Output:** Either Unbounded, or an optimal basis of $LP(A, b, c)$.

1. $k \leftarrow 1$
2. while $SignRedCosts(A, c)(I^k)$ has a negative entry do
   3. $i_{out} = \phi(A, b, c)({I^1, \ldots, I^k})$
   4. if Unbounded($A, b$)($I^k, i_{out}$) then
      5. return Unbounded
   6. $i_{ent} \leftarrow Pivot(A, b)(I^k, i_{out})$
   7. $I^{k+1} \leftarrow I^k \setminus \{i_{out}\} \cup \{i_{ent}\}$
   8. $k \leftarrow k + 1$
9. return the optimal basis $I^k$

index $i_{out} \in I$, returns true if the edge $E_{I \setminus \{i_{out}\}}$ is unbounded. Otherwise, the routine $Pivot(A, b)$ returns the entering index $i_{ent}$. Similarly, $SignRedCosts(A, c)$ is a function that returns the signs of the reduced costs $y^i$.

Given an initial feasible basis $I^1$, the simplex method builds a sequence of bases $I^1, I^2, \ldots, I^N$. At every iteration $k \geq 1$, the leaving index $i_{out}$ is chosen by a function $\phi(A, b, c)$ which takes as input $\{I^1, \ldots, I^k\}$ the history up to time $k$. The map $\phi$ is called a pivoting rule.

**Proposition 3.21.** Suppose that $LP(A, b, c)$ is a non-degenerate linear program, and that the pivoting rule $\phi$ always returns a leaving index $i_{out}$ such that reduced cost $y^i_{i_{out}}$ is negative. Then, Algorithm 1 terminates and is correct.

**Proof.** Since a feasible basis is given as input, the linear program is always feasible. If an unbounded edge $E_{I \setminus \{i_{out}\}}$ is encountered, then its direction vector $d$ satisfies $c^T d = y^i_{i_{out}} < 0$. For any $\lambda \in K_+$, the point $x^I + \lambda d$ belongs to the polyhedron $P(A, b)$. Consequently, for any $\nu \in K$, we can find a point $x \in P(A, b)$ such that $c^T x < \nu$ and the linear program is unbounded.

Otherwise the problem admits an optimal solution. By non-degeneracy, each edge has a positive length. Since the pivoting rule always chooses a leaving index with a negative reduced cost, each pivot operation strictly improves the value of the objective function. Consequently, the algorithm terminates, and provides an optimal basis.

In the following, we shall always assume that a pivoting rule always selects a leaving index with a negative reduced cost.
3.4 Tropical implementation of the simplex method

We now explain how to implement the operations of the simplex method on a linear program \( \text{LP}(A, b, c) \) (pivoting, computing the signs of the reduced costs, and evaluating the pivoting rule) by tropical means, i.e., using only the signed valuation of \( \left( \begin{array}{c} c \\ 0 \end{array} \right) \). For pivoting and the reduced costs, we shall see that we only need to compute the signs of minors of \( \left( \begin{array}{c} A \\ b \end{array} \right) \). As explained in Section 3.2, determinants are tropically tractable polynomials, so the signs of the minors of \( \left( \begin{array}{c} A \\ b \end{array} \right) \) can be computed in polynomial time from \( \text{sval} \left( \begin{array}{c} A \\ b \\ c \end{array} \right) \). Pivoting rules may be arbitrary procedures. In order to tropicalize, we restrict ourselves to pivoting rules that rely on the signs of polynomials, so that the results of Section 3.2 apply. This does not seem to be a strong restriction, since most known pivoting rules fit in this context.

We begin with the pivoting, and the computation of the signs of reduced costs.

**Proposition 3.22.** There exists three maps \( \text{SignRedCosts}^T, \text{Unbounded}^T, \text{Pivot}^T \) satisfying

\[
\begin{align*}
\text{SignRedCosts}^T(A, c) &= \text{SignRedCosts}(A, c) \\
\text{Unbounded}^T(A, b) &= \text{Unbounded}(A, b) \\
\text{Pivot}^T(A, b) &= \text{Pivot}(A, b)
\end{align*}
\]

for any linear programs \( \text{LP}(A, b, c) \) such that \( \left( \begin{array}{c} A \\ b \\ c \end{array} \right) = \text{sval} \left( \begin{array}{c} A \\ b \end{array} \right) \) is sign-generic for the polynomials providing the minors of \( \left( \begin{array}{c} A \\ b \end{array} \right) \), i.e., all polynomials \( P \) such that \( P \left( \begin{array}{c} A \\ b \end{array} \right) \) is a minor of \( \left( \begin{array}{c} A \\ b \end{array} \right) \).

Furthermore, the values of \( \text{SignRedCosts}^T(A, c), \text{Unbounded}^T(A, b) \) and \( \text{Pivot}^T(A, b) \) can be computed in \( O(n^3) \), \( O(m^2n^3) \) and \( O(m^2n^3) \) tropical operations respectively, and in space bounded by a polynomial in the input size of \( A, b, c \).

**Proof.** The signs of the reduced costs at a basis \( I \) are given by the Cramer’s formula of the system \( \left( \begin{array}{c} A \\ b \end{array} \right) \). This involves the computation of the sign of \( \text{det}(A(I)) \), and of the determinants \( \text{det}(A(I)) \) for \( i \in I \), hence \( n + 1 \) minors of \( \left( \begin{array}{c} A \\ b \end{array} \right) \) of size \( n \times n \). By Lemma 3.8, we can compute the signs of these determinants by computing their tropical counterparts on \( \left( \begin{array}{c} A \\ b \end{array} \right) \). By Lemma 3.11, computing a \( n \times n \) tropical minor of \( \left( \begin{array}{c} A \\ b \end{array} \right) \) takes \( O(n^3) \) operations and uses a space bounded by the input size of \( A, b, c \).

Pivoting, and determining unboundedness, can be implemented as follows. Given \( I \) and \( i_{\text{out}} \in I \), we determine which of the \( m - n \) sets of the form \( I' = I \setminus \{i_{\text{out}}\} \cup \{i_{\text{ent}}\} \), for \( i_{\text{ent}} \in [m] \setminus I \), is a feasible basis. By Lemma 3.16, this amounts, for each such \( I' \), to computing the sign of \( \text{det}(A(I')) \) and of \( \text{det}(A_k(I')) \) for \( k \in [m] \setminus I' \), hence one determinant of size \( n \times n \) and \( m - n \) determinants of size \( (n + 1) \times (n + 1) \). Thus, to test all \( I' \), we have \( O((m - n)(m - n + 1)) = O(m^2) \) determinants to compute. Each tropical determinant takes \( O(n^3) \) operations and uses a space bounded by the input size of \( A, b, c \). \( \square \)

**Remark 3.23.** The complexity bounds in Proposition 3.22 can be improved. In Chapter 7, we show that these three complexity bounds can be reduced to \( O(n(m + n)) \) under
additional technical assumptions. In particular, the computation of reduced costs in Chapter 7 is based on the iterative Jacobi algorithm of [Plu90] for tropical Cramer systems. In [RGST05] Richter-Gebert, Sturmfels and Theobald relate the solutions of tropical Cramer systems to solutions of transportation problems. Hence, algorithms for transportation problems may also be used to compute the signs of the reduced costs.

3.4.1 Semi-algebraic pivoting rules

We shall restrict ourselves to semi-algebraic pivoting rules, i.e., pivoting rules that have access to information on the problem at hand only through the signs of polynomials evaluated on \((A, b, c, 0)\). More precisely, we say that a pivoting rule \(\phi\) is semi-algebraic, if \(\phi(A, b, c)\) is determined from \((A, b, c)\) by the signs of a finite number of polynomials \((P_\phi)_i \subseteq \mathbb{Q}[X_{11}, \ldots, X_{(m+1)(n+1)}]\) evaluated on \((A, b, c, 0)\).

Formally, let us denote by \(\Omega_\phi\) the oracle which takes as input \(i \in [p]\) and returns the sign of \((P_\phi)_i\). If a strategy \(\phi\) is semi-algebraic, then \(\phi(A, b, c)\) takes as input the history \(\{I_1, \ldots, I_k\}\) and is allowed to call the oracle \(\Omega_\phi\).

We say that a pivoting rule is tropically tractable when:

- the polynomials \((P_\phi)_i\) are tropically tractables;
- \(\phi(A, b, c)\) can be defined in the arithmetic model of computation with oracle, which means that \(\phi(A, b, c)\) is allowed to perform arithmetic operations +, -, \(\times\), and divide, and call the oracle \(\Omega_\phi\);
- the number of arithmetic operations, calls to the oracle, and the space complexity of \(\phi(A, b, c)(\{I_1, \ldots, I_k\})\) is bounded by a polynomial in \(m, n, p, k\).

Observe that a tropically tractable pivoting rule may involve polynomials that are “untractable” in a classical setting. For example, it may use permanents. A permanent is tropically tractable, as its Newton polytope is, as for the determinant, the Birkhoff polytope. However, computing a classical permanent is a \#P-complete problem, see [Val79].

Proposition 3.24. Let \(\phi\) be a semi-algebraic pivoting rule. There exists a map \(\phi^T\) satisfying

\[
\phi^T(A, b, c) = \phi(A, b, c)
\]

for all linear programs LP\((A, b, c)\) such that \((A, b, c, 0) = \text{sval}(A, b, c, 0)\) is sign-generic for the the polynomials \((P_\phi)_i\).

Furthermore, if \(\phi\) is tropically tractable, then for any sequence of bases \(\{I_1, \ldots, I_k\}\), the leaving index provided by \(\phi^T(A, b, c)(\{I_1, \ldots, I_k\})\) can be computed in time polynomial in \(k\) and in the input size of \(A, b, c\).

Proof. This is an immediate consequence of Lemma 3.8 and the definition of a (tropically tractable) semi-algebraic pivoting rule.

Any \(\phi^T\) which arises in this way is called a tropical pivoting rule.
Examples of semi-algebraic pivoting rules

Most known pivoting rules are semi-algebraic. Consider for example the rule that selects the smallest index with a negative reduced cost (this rule is known as Bland’s rule \[\text{[Bla77]}\]). Since the signs of the reduced costs are given by determinants, Bland’s rule is a semi-algebraic pivoting rule which is also tropically tractable. The tropicalization of Bland’s rule will use $O(n^4)$ tropical operations to compute the signs of reduced costs (as in Proposition 3.22) and then $O(m)$ operations to determine the smallest index with a negative reduced cost.

Similarly, every pivoting rule that relies only on the signs of the reduced costs is semi-algebraic. This includes the “least entered” rule, introduced by Zadeh \[\text{[Zad80]}\]. Indeed, this rule selects the improving pivot with the leaving index that has left the basis the least number of times through the execution of the method. In particular, the “least entered” rule is tropically tractable. The “shadow-vertex” rule is also a tropically tractable semi-algebraic pivoting rule, as we shall see in Chapter 6.

The rule originally proposed by Dantzig \[\text{[Dan98]}\] picks the leaving index of the smallest negative reduced cost. Since the vector of reduced costs $y_I^I$ at a basis $I$ is the solution of the system (3.22), its $i$-th entry, for $i \in I$, is given by the Cramer formula

$$y_I^i = (-1)^{n + \text{idx}(i, I)} \frac{\det (A_{I \setminus \{i\}}) c^\top}{\det (A_I)} ,$$

where $\text{idx}(i, I)$ is the index of $i$ in the ordered set $I$. Hence, comparing the two reduced costs $y_I^i$ and $y_k^i$ boils down to computing the sign of the expression

$$\det (A_{I \setminus \{i\}}) c^\top - \det (A_{I \setminus \{k\}}) c^\top ,$$

which is a polynomial in $\begin{pmatrix} A & b \\ c & 0 \end{pmatrix}$. Hence, Dantzig’s rule is semi-algebraic. However, it is unclear whether the polynomial (3.23) is tropically tractable.

The “largest improvement” rule selects the pivot that leads to the largest improvement of the objective value. Hence, we need to compare the objective values of adjacent basic points. At a basis $I$, the objective value is given by:

$$c^\top x_I = \det \begin{pmatrix} A_I & b_I \\ c & 0 \end{pmatrix} / \det A_I .$$

To see this, one can use Equation (3.20) with the row $(A_k b_k)$ replaced by $(c 0)$. Consequently, the “largest improvement” rule is semi-algebraic, but it is also unclear whether it is tropically tractable.

3.4.2 The tropical simplex method

Algorithm 2 presents our first tropical implementation of the simplex method. This algorithm can be viewed as a purified version of the method, which is especially useful for theoretical purposes. It is the foundation of the practical algorithm which will be
Algorithm 2: The tropical simplex method for non-degenerate linear programs

Data: A tropical signed matrix \( A \in \mathbb{T}_{m \times n} \), two vectors \( b \in \mathbb{T}_m \), \( c \in \mathbb{T}_n \)

Input: A subset \( I^1 \subseteq [m] \) of cardinality \( n \).

Output: Either Unbounded, or a subset \( I \subseteq [m] \) of cardinality \( n \).

1. \( k \leftarrow 1 \)
2. while \( \text{SignRedCosts}^\mathbb{T}(A, c)(I^k) \) has a negative entry do
   3. \( i_{\text{out}} = \phi^\mathbb{T}(A, b, c)(\{I^1, \ldots, I^k\}) \)
   4. if Unbounded\( ^\mathbb{T}(A, b)(I^k, i_{\text{out}}) \) then
      5. return Unbounded
   6. \( i_{\text{ent}} \leftarrow \text{Pivot}^\mathbb{T}(A, b)(I^k, i_{\text{out}}) \)
   7. \( I^{k+1} \leftarrow I^k \setminus \{i_{\text{out}}\} \cup \{i_{\text{ent}}\} \)
   8. \( k \leftarrow k + 1 \)
9. return \( I^k \)

presented in Chapter [7] where more efficient versions of the operations of pivoting and computing reduced costs will be given.

Observe that Algorithm [2] is analogous to Algorithm [1] excepts that the maps \( \text{Pivot}, \text{Unbounded}, \text{SignRedCosts} \) and \( \phi \) have been replaced by their tropical counterparts.

As an immediate application of Propositions [3.22 and 3.24], we have the following theorem.

**Theorem 3.25.** Let \( \text{LP}(A, b, c) \) be a non-degenerate linear program, and \( \phi \) a semi-algebraic pivoting rule. Suppose that \( (A_b) = \text{sval}(A_b) \) is sign-generic for the polynomials providing a minor of \( (A_b) \), and the polynomials \( (P_i^\phi) \), defining \( \phi \).

Then, for any feasible basis \( I^1 \), the tropical simplex method (Algorithm [2]), equipped with the tropical pivoting rule \( \phi^\mathbb{T} \) and applied on the input \( A, b, c \) and \( I^1 \), correctly determines if \( \text{LP}(A, b, c) \) is unbounded, or provides an optimal basis.

The sequence of bases \( I^1, \ldots, I^N \) produced by the tropical simplex method is exactly the sequence of bases obtained by the classical simplex method (Algorithm [7]), equipped with the pivoting rule \( \phi \) and applied on the input \( A, b, c, I^1 \).

If furthermore the pivoting rule \( \phi \) is tropically tractable, the \( k \)-th iteration of the tropical simplex method can be performed in time polynomial in \( k \) and in the input size of \( A, b, c \).
In this chapter, we use the tropicalization of the simplex method to solve linear programs over an arbitrary tropical semiring $T = T(G)$, i.e., problems of the form

$$\begin{align*}
\text{minimize} & \quad c^\top \odot x \\
\text{subject to} & \quad A^+ \odot x \oplus b^+ \geq A^- \odot x \oplus b^- ,
\end{align*}$$

where $A^+, A^- \in T^{m \times n}$, $b^+, b^- \in T^m$ and $c \in T^n$. One of the main motivations is to obtain an algorithm for mean payoff games, thanks to the reduction presented in Section 1.1.4.

Our approach is the following. A tropical linear program can be lifted to a linear program $\text{LP}(A, b, c)$ over Hahn series such that the valuation of the entries of $A, b, c$ are given by $A^+, A^-, b^+, b^-$ and $c$. An optimal solution of the Hahn problem $\text{LP}(A, b, c)$ provides an optimal solution of the tropical problem $\text{LP}(A, b, c)$. Hence, the tropicalization of the simplex method presented in Chapter 3 provides an algorithm that solves tropical linear programs, provided that $A^+, A^-, b^+, b^-$ and $c$ satisfy genericity conditions.

However, we cannot solve arbitrary tropical linear programs in this way. To overcome this obstacle, we introduce a perturbation scheme, that transforms an arbitrary tropical linear program into an equivalent, but generic, problem. Our main idea is to use tropical semirings based on additive groups of vectors with a lexicographic order.

This chapter is organized as follows. In Section 4.1, we expose basic results on tropical polyhedra and linear programs. In particular, we explain how tropical polyhedra relate to classical polyhedra over Hahn series. In Section 4.2, we show, that under genericity conditions, the valuation map preserves the face poset of an arrangement of hyperplanes. In particular, this entails a geometric notion of tropical basic points and edges. This geometric interpretation of the tropical simplex method presented in Section 4.3, along with the tropical versions of other related notions such as reduced costs or degeneracy. In Section 4.4 we devise the perturbation scheme that allows to solve arbitrary tropical linear programs with the tropical simplex method.

The contents of this chapter are mostly adapted from [ABGJ13b] and [ABGJ13a].
4.1 Tropical polyhedra

In the following, we work with an arbitrary tropical semiring \( T = \mathbb{T}(G) \). We use differently the notations \((G, +, 0)\) and \((G, \circ, 1)\) for the group structure on \( G \). The non-Archimedean field we use is any subfield \( K \) of \( \mathbb{R}[\![t^G]\!] \) that contains all the series \( \{ct^g \mid c \in \mathbb{R}, g \in G\} \). By Theorem 2.8, any ordered field with value group \( G \) that contains \( \mathbb{R} \) as a subfield can be identified with such a \( K \).

**Tropical halfspaces**

An (affine) tropical halfspace is the set of points \( x \in \mathbb{T}^n \) satisfying a tropical linear inequality:

\[
\max(\alpha_1 + x_1, \ldots, \alpha_n + x_n, \beta) \geq \max(\delta_1 + x_1, \ldots, \delta_n + x_n, \gamma),
\]

(4.1)

where \( \alpha, \delta \in \mathbb{T}^n \) and \( \beta, \gamma \in \mathbb{T} \). When \( \beta = \gamma = 0 \), it is said to be a linear tropical halfspace. Throughout this paper, we assume that half-spaces are defined by non-trivial inequalities:

**Assumption A.** There is at least one non \( 0 \) coefficient in the inequality (4.1), i.e.,

\[
\max\left(\max_{j \in [n]} \alpha_j, \max_{j \in [n]} \delta_j, \beta, \gamma\right) > 0.
\]

Tropical halfspaces relate to classical halfspaces, see Figure 4.1 for an illustration.

**Lemma 4.1.** The tropical halfspace defined by \( \alpha, \delta \in \mathbb{T}^n \) and \( \beta, \gamma \in \mathbb{T} \) is the image under the valuation map of the intersection of the halfspace

\[
\left\{ x \in K^n \mid \eta \left( \sum_{j=1}^{n} t^{\alpha_j} x_j + t^\beta \right) \geq \sum_{j=1}^{n} t^{\delta_j} x_i + t^\gamma \right\}
\]

(4.2)

with the positive orthant \( K^n_+ \), for any \( \eta \in \mathbb{R} \) greater than \( n + 1 \).

**Proof.** Let \( x \in \mathbb{T}^n \) be a point in the tropical halfspace (4.1). Then, the lift \( x = (t^{x_1}, \ldots, t^{x_n}) \) belongs to the Hahn halfspace (4.2). Indeed, we have:

\[
\sum_{j=1}^{n} t^{\delta_j} x_j + t^\gamma \leq (n + 1) t^{\max(\delta_1 + x_1, \ldots, \delta_n + x_n, \gamma)} \leq \eta t^{\delta \circ x \oplus \gamma}
\]

and

\[
\eta \left( \sum_{j=1}^{n} t^{\alpha_j} x_j + t^\beta \right) \geq \eta t^{\max(\alpha_1 + x_1, \ldots, \alpha_n + x_n, \beta)} = \eta t^{\alpha \circ x \oplus \beta} \geq \eta t^{\delta \circ x \oplus \gamma}.
\]

Conversely, suppose \( x \in K^n_+ \) belongs to the halfspace (4.2). The Hahn series which appears in the inequality defining (4.2) are non-negative. Since the valuation map is an order-preserving homomorphism from \((K_+, +, \cdot)\) to \((\mathbb{T}, \max, +)\), it follows that \( \text{val}(x) \) belongs to the tropical halfspace (4.1). \( \square \)
Lemma 4.2. Let $\mathcal{H}^\geq(a, b)$ be a halfspace for some $a \in \mathbb{K}^{1 \times n}$ and $b \in \mathbb{K}$. Then, the image under the valuation map of $\mathcal{H}^\geq(a, b) \cap \mathbb{K}_n^+$ is a tropical halfspace. More precisely, 

$$\text{val}(\mathcal{H}^\geq(a, b) \cap \mathbb{K}_n^+)$$

is exactly the set of points $x \in \mathbb{T}^n$ that satisfy

$$\max(a_{11}^+ + x_1, \ldots, a_{1n}^+ + x_n, b^+) \geq \max(a_{11}^- + x_1, \ldots, a_{1n}^- + x_n, b^-),$$

(4.3)

where $a^+, a^- \in \mathbb{T}^{1 \times n}$ and $b^+, b^- \in \mathbb{T}$ are the values of $a^+ = \max(a, 0)$, $a^- = \min(a, 0)$ and $b^+ = \max(b, 0), b^- = \min(b, 0)$ respectively.

Proof. Using the homomorphism property of the valuation map, $\text{val}(\mathcal{H}^\geq(a, b) \cap \mathbb{K}_n^+) \subseteq \text{val}(L)$ is clearly included in the tropical halfspace (4.3). Conversely, consider any point $x \in \mathbb{T}^n$ satisfying (4.3). We claim that there exists a lift $x \in \mathbb{K}_n^+$ of $x$, of the form $x = (v_1 t^x_1, \ldots, v_n t^x_n)$ for some vector of positive real numbers $v \in \mathbb{R}_n^+$, which belongs to $\text{val}(\mathcal{H}^\geq(a, b))$. Let us first treat the case of a linear halfspace, i.e., $b = 0$ or equivalently $b^+ = b^- = 0$. If the inequality (4.3) is strict at $x$, then the claim holds with any $v$ with positive entries. Otherwise, $a^+ \circ x = a^- \circ x$ and it is sufficient to find a $v \in \mathbb{R}^n$ which satisfy:

$$\sum_{j \in \text{arg max} \ (a^+ \circ x)} \text{lc}(a_{ij}^+)v_j > \sum_{j \in \text{arg max} \ (a^- \circ x)} \text{lc}(a_{ij}^-)v_j \quad \text{for all } j \in [n].$$

(4.4)

Indeed, given such a $v$, the Hahn series $ax$ has a positive leading coefficient when $x$ is the lift $(v_j t^x_j)$. The system (4.4) clearly admits a solution, and this proves the claim when $b = 0$. 

Figure 4.1: Some tropical halfspaces in $\mathbb{T}^2$, and examples of their lifts into halfspaces over the positive orthant $\mathbb{K}_n^+$ of Hahn series.
The case \( b \neq 0 \), easily follows by homogeneization. If \( x \in \mathbb{T}^n \) satisfy (4.3), then the point \( (x, 1) \in \mathbb{T}^{n+1} \) admits a lift \( (c_1 t^{x_1}, \ldots, c_n t^{x_n}, c_{n+1}) \in \mathbb{K}^{n+1} \), with \( c_{n+1} > 0 \), which belongs to the linear halfspace \( \mathcal{H}^\geq ((a \ b), 0) \). Consequently, \( x = (c_1 t^{x_1}, \ldots, c_n t^{x_n}) \) is nonnegative and belongs to \( \mathcal{H}^\geq (a, b) \). \( \square \)

**Remark 4.3.** The proof above shows that any point \( x \) in the tropical halfspace (4.4) has a pre-image by the valuation map in the *interior* of the Hahn halfspace \( \mathcal{H}^\geq (a, b) \).

It follows from the two previous lemmas that we can always assume that each variable (comprising the “affine” variable) appears on at most one side of the inequality defining a tropical halfspace. In other words, any tropical halfspace can be concisely describe by a signed row vector \( a = (a_{ij}) \in \mathbb{T}^1_{\pm} \times \mathbb{K}^n \) and a signed scalar \( b \in \mathbb{T}_\pm \) as:

\[
\mathcal{H}^\geq (a, b) := \{ x \in \mathbb{T}^n \mid a^+_1 \circ x_1 + \cdots + a^+_n \circ x_n + b^+ \geq a^-_1 \circ x_1 + \cdots + a^-_n \circ x_n + b^- \} = \{ x \in \mathbb{T}^n \mid a^+ \circ x + b^+ \geq a^- \circ x + b^- \}\.
\]

See [GK11, Lemma 1], for an elementary proof.

**Tropical s-hyperplanes**

A *signed tropical hyperplane*, or *s-hyperplane*, is defined as the set of solutions \( x \in \mathbb{T}^n \) of a tropically linear equality:

\[
\mathcal{H}(a, b) = \{ x \in \mathbb{T}^n \mid a^+ \circ x \oplus b^+ = a^- \circ x \oplus b^- \} ,
\]

where \( a \in \mathbb{T}^1_{\pm} \times \mathbb{K}^n \) and \( b \in \mathbb{T} \). When \( \mathcal{H}^\geq (a, b) \) is a non-empty proper subset of \( \mathbb{T}^n \), its boundary is \( \mathcal{H}(a, b) \).

**Lemma 4.4.** For any \( a \in \mathbb{K}^n \) and any \( b \in \mathbb{K} \), let \( a = \text{sval}(a) \) and \( b = \text{sval}(b) \). Then:

\[
\text{val}(\mathcal{H}(a, b) \cap \mathbb{K}^n) = \mathcal{H}(a, b) .
\]

**Proof.** Clearly, \( \text{val}(\mathcal{H}(a, b) \cap \mathbb{K}^n) \subseteq \mathcal{H}(a, b) \). The converse inclusion is a straightforward consequence of Lemma 4.4. Indeed, if \( x \in \mathcal{H}(a, b) \), then \( x \) belongs to the two tropical halfspaces \( \mathcal{H}^\geq (a, b) \) and \( \mathcal{H}^\leq (a, b) \). Hence, \( x \) admits two lifts \( x^1, x^2 \in \mathbb{K}^n \), one on each side of the hyperplane \( \mathcal{H}(a, b) \). Thus the line segment between \( x^1 \) and \( x^2 \) intersects the hyperplane \( \mathcal{H}(a, b) \). Since \( x^1 \) and \( x^2 \) have nonnegative entries, and share the same value \( x \), any point in their convex hull is contained in \( \mathbb{K}^n \) and has value \( x \). \( \square \)

**Remark 4.5.** The set \( \mathcal{H}(a, b) \) is said to be *signed* because it corresponds to the tropicalization of the intersection of a Hahn hyperplane with the non-negative orthant. A tropical (unsigned) hyperplane is defined by an unsigned row vector \( a = (a_{ij}) \in \mathbb{T}^1_{\pm} \times \mathbb{K}^n \) and an unsigned scalar \( b \in \mathbb{T} \) as the set of all points \( x \in \mathbb{T}^n \) such that the maximum is attained at least twice in \( a \circ x \oplus b = \max(a_{i1} + x_1, \ldots, a_{in} + x_n, b) \); see [RGST05]. This corresponds to the tropicalization of an entire Hahn hyperplane.
Tropical polyhedra

A tropical polyhedron is the intersection of finitely many tropical affine halfspaces. It will be denoted by a signed matrix \( A \in \mathbb{T}^{m \times n} \) and a signed vector \( b \in \mathbb{T}^m \) as:

\[
P(A, b) := \{ x \in \mathbb{T}^n \mid A^+ \odot x \oplus b^+ \geq A^- \odot x \oplus b^- \} = \bigcap_{i \in [m]} \mathcal{H}^\geq(A_i, b_i).
\]

If all those tropical halfspaces are linear, i.e., if \( b \) is identically 0, that intersection is a tropical polyhedral cone.

Example 4.6. The tropical polyhedron depicted in Figure 1.3 is defined by the following matrix and vector.

\[
A = \begin{pmatrix}
-5 & -3 \\
\ominus(-7) & -5 \\
-2 & \ominus(-6)
\end{pmatrix} \quad \text{and} \quad b = \begin{pmatrix}
\ominus0 \\
0 \\
\ominus0
\end{pmatrix}
\]

The half-space depicted in orange in Figure 1.3 is \( \mathcal{H}^\geq(A_1, b_1) = \{ x \in \mathbb{T}^2 \mid \max(x_1 - 5, x_2 - 3) \geq 0 \} \). Its boundary is the signed hyperplane \( \mathcal{H}(A_1, b_1) = \{ x \in \mathbb{T}^2 \mid \max(x_1 - 5, x_2 - 3) = 0 \} \). The last three rows yield the inequalities:

\[
\begin{align*}
\max(x_2, 0) & \geq x_1 - 7, \\
\max(x_1 - 7, x_2 - 2) & \geq 0, \\
x_1 & \geq \max(x_2 - 6, 0),
\end{align*}
\]

which define the half-spaces respectively depicted in purple, green and khaki in Figure 1.3.

Proposition 4.7. Consider a tropical polyhedra \( P(A, b) \) for some \( A \in \mathbb{T}^{m \times n} \) and \( b \in \mathbb{T}^m \). Then there exist \( A \in \text{sval}^{-1}(A) \) and \( b \in \text{sval}^{-1}(b) \) such that

\[
P(A, b) = \text{val}(P(A, b) \cap \mathbb{K}_n^+) \quad \text{.(4.7)}
\]

Proof. Lifting the inequalities as in Lemma 4.1, the proposition holds for any lift of the form \((A, b) = (A^+ b^+) - (A^- b^-)\) defined, for \( i \in [m] \) and \( j \in [n] \) by:

\[
A^+ = (\eta t^{A_{ij}}) \quad \text{and} \quad A^- = (t^{A_{ij}}) \\
b^+ = (\eta t^{b_{ij}}) \quad \text{and} \quad b^- = (t^{b_{ij}})
\]

where \( \eta \) is a real number strictly greater than \( n + 1 \). Indeed, in this case, if \( x \in P(A, b) \), then \( Ax + b > 0 \) at \( x = (t^{x_1}, \ldots, t^{x_n}) \). Hence \( x \) belongs to \( P(A, b) \cap \mathbb{K}_n^+ \). The converse inclusion \( \text{val}(P(A, b) \cap \mathbb{K}_n^+) \subseteq P(A, b) \) follows from the homomorphism property of the valuation map. \( \square \)
Figure 4.2: Left: the tropical polyhedron $P$ described in (4.8); middle: the Puiseux polyhedron $P$ obtained by lifting the inequality representation of $P$ as in (4.9); right: the set $\text{val}(P)$, which is strictly contained in $P$.

For arbitrary $A \in \mathbb{K}^{m \times n}$ and $b \in \mathbb{K}^m$, the image by the valuation map of $P(A, b) \cap \mathbb{K}_+^n$ is always contained in $P(A, b)$, where $A = \text{val}(A)$ and $b = \text{val}(b)$. However, this inclusion may be strict.

**Example 4.8.** Consider the tropical polyhedron:

$$P = \{ x \in \mathbb{T}^2 \mid \max(0, x_2) \geq x_1, \max(0, x_1) \geq x_2, x_1 \geq 0, x_2 \geq 0 \}.$$  \hspace{1cm} (4.8)

A lift of its inequality representation provides the following Puiseux polyhedron:

$$P = \{ x \in \mathbb{K}^2 \mid 1 + 0.5 x_2 \geq x_1, 1 + 0.5 x_1 \geq x_2, x_1 \geq 0, x_2 \geq 0 \}.$$  \hspace{1cm} (4.9)

See Figure 4.2. By the homomorphism property of the valuation map, we have $\text{val}(P) \subseteq P$, but this inclusion is strict for this example. The $\text{val}(P)$ consists of the points $x \in \mathbb{T}^2$ such that $x_1 \leq 0$ and $x_2 \leq 0$. However, $P$ also contains the half-line $\{ (\lambda, \lambda) \mid \lambda > 0 \}$. Indeed, suppose that there exist $(x_1, x_2) \in P$ such that $\text{val}(x_1) = \text{val}(x_2) = \lambda > 0$. Let $u_1 t^\lambda$ and $u_2 t^\lambda$ be the leading terms of $x_1$ and $x_2$ respectively. Then, the inequality $1 + 0.5 x_1 \geq x_2$ implies that $0.5 u_1 \geq u_2$, while $1 + 0.5 x_2 \geq x_1$ imposes that $0.5 u_2 \geq u_1$, and we obtain a contradiction.

### 4.1.1 Tropical convexity

We define a **tropical convex set** of $\mathbb{T}^n$ as the image by the valuation map of a convex set of Hahn series contained in the positive orthant $\mathbb{K}_+^n$. Consider a convex combination of two points $x, y \in \mathbb{K}_+^n$:

$$z = \lambda x + \mu y \quad \text{where} \quad \lambda + \mu = 1 , \lambda \geq 0 , \mu \geq 0 .$$

Since $x$ and $y$ have nonnegative entries, and $\lambda, \mu \geq 0$, the value of $z$ is the **tropical convex combination**:

$$\text{val}(z) = \lambda \odot x + \mu \odot y , \quad \text{where} \quad \lambda + \mu = 1 ,$$
of the tropical vectors \( x = \text{val}(x) \) and \( y = \text{val}(y) \) with scaling coefficients \( \lambda = \text{val}(\lambda) \) and \( \mu = \text{val}(\mu) \). Hence, a set \( \mathcal{P} \subseteq \mathbb{T}^n \) is tropically convex if and only if, for any finite number of points \( x^1, \ldots, x^k \in \mathcal{P} \), the set \( \mathcal{P} \) also contains their tropical convex hull \( \text{tconv}(x^1, \ldots, x^k) \), which is defined by:
\[
\text{tconv}(x^1, \ldots, x^k) := \left\{ \bigoplus_{i \in [k]} \lambda_i \odot x^i \mid \lambda_i \in \mathbb{T} \text{ for all } i \in [k] \text{ and } \bigoplus_{i \in [k]} \lambda_i = 0 \right\}.
\]

By analogy with the classical case, we say that a point \( v \) in a tropically convex set \( \mathcal{P} \) is a tropical extreme point of \( \mathcal{P} \) if \( v \in \text{tconv}(x, y) \) for some \( x, y \in \mathcal{P} \) implies that \( v = x \) or \( v = y \).

It is straightforward to verify that a tropical polyhedron \( \mathcal{P}(A, b) \) is stable by tropical convex hull, and thus is tropically convex. Alternatively, this follows from Proposition 4.7.

We define similarly a tropical convex cone of \( \mathbb{T}^n \) as the image by the valuation map of a convex cone of Hahn series contained in \( \mathbb{K}^n_+ \). Equivalently, \( \mathcal{C} \subseteq \mathbb{T}^n \) is a tropical convex cone if it contains the tropical conic hull \( \text{tpos}(x^1, \ldots, x^k) \) of any finite number of points \( x^1, \ldots, x^k \in \mathcal{C} \), where:
\[
\text{tpos}(x^1, \ldots, x^k) := \left\{ \bigoplus_{i \in [k]} \lambda_i \odot x^i \mid \lambda_i \in \mathbb{T} \text{ for all } i \in [k] \right\}.
\]

Clearly, a tropical polyhedral cone \( \mathcal{P}(A, 0) \) is a tropical convex cone.

A point \( r \) in a tropical convex cone \( \mathcal{C} \) defines a tropical ray \( [r] := \{ \lambda \odot r \mid \lambda \in \mathbb{T} \setminus \{0\} \} \) of \( \mathcal{C} \). We say that \( [r] \) is a tropical extreme ray of \( \mathcal{C} \) if \( x \in [r] \) or \( y \in [r] \) whenever \( r \in \text{tpos}(x, y) \) for some \( x, y \in \mathcal{C} \). Equivalently, \( r = x \oplus y \) implies \( r = x \) or \( r = y \).

The tropical recession cone of a tropical convex set \( \mathcal{P} \subseteq \mathbb{T}^n \) is
\[
\text{trec}(\mathcal{P}) := \{ r \in \mathbb{T}^n \mid x \oplus (\lambda \odot r) \in \mathcal{P} \text{ for all } x \in \mathcal{P} \text{ and all } \lambda \in \mathbb{T} \}.
\]

**Proposition 4.9.** If \( \mathcal{P}(A, b) \) is a non-empty tropical polyhedron, its tropical recession cone is the tropical polyhedral cone \( \mathcal{P}(A, 0) \).

**Proof.** Consider any \( A \in \mathbb{T}^n_{\pm \times n} \) and \( b \in \mathbb{T}^n_{\pm} \). Let \( r \) be an element of the tropical recession cone of \( \mathcal{P}(A, b) \). By contradiction, suppose that \( r \) does not belong to \( \mathcal{P}(A, 0) \). Then, \( A_i^+ \odot r < A_i^- \odot r \) for some \( i \in [m] \). Clearly, this implies \( A_i^- \odot r > 0 \). Choose any \( x \in \mathcal{P}(A, b) \). By definition of the tropical recession cone, for any \( \lambda \in \mathbb{T} \), we have
\[
(A_i^+ \odot x \oplus b_i^-) \oplus (\lambda \odot A_i^+ \odot r) \geq (A_i^- \odot x \oplus b_i^-) \oplus (\lambda \odot A_i^- \odot r) \quad (4.10)
\]
Since \( A_i^+ \odot r < A_i^- \odot r \), we obtain:
\[
A_i^+ \odot x \oplus b_i^- \geq \lambda \odot A_i^- \odot r.
\]
As the latter inequality holds for any \( \lambda \in \mathbb{T} \), and \( A_i^+ \odot r > 0 \), we obtain a contradiction.

Conversely, let \( r \in \mathcal{P}(A, 0) \) and \( x \in \mathcal{P}(A, b) \). Then, for any \( \lambda \in \mathbb{T} \), the inequality \( (4.10) \) is satisfied for all \( i \in [m] \), and thus \( x \oplus (\lambda \odot r) \) belongs to \( \mathcal{P}(A, b) \). Hence, \( r \) is an element of the tropical recession cone. \( \square \)
4.1.2 Homogeneization

It is sometimes convenient to homogeneize a tropical polyhedron $\mathcal{P}(A,b) \subseteq T^n$ into the tropical into the polyhedral cone $\mathcal{C}(A,b) \subseteq T^{n+1}$, defined by

$$\mathcal{C}(A,b) := \mathcal{P}((A,b), 0) = \{(x, \lambda) \in \mathbb{T}^n \times \mathbb{T} | A^+ \circ x + b^+ \circ \lambda \geq A^- \circ x + b^+ \circ \lambda \}.$$

The points of the tropical polyhedron $\mathcal{P}(A,b)$ are associated with elements of the tropical polyhedral cone $\mathcal{C}(A,b)$ by the following bijection:

$$\mathcal{P}(A,b) \rightarrow \{y \in \mathcal{C} \mid y_{n+1} = 1\} \quad x \mapsto (x, 1) \quad (4.12)$$

The points of the form $(x, 0)$ in $\mathcal{C}(A,b)$ correspond to the rays in the recession cone of $\mathcal{P}(A,b)$.

As a tropical cone, $\mathcal{C}(A,b)$ is closed under tropical scalar multiplication. For this reason, we identify $\mathcal{C}(A,b)$, with its image in the tropical projective space $\mathbb{T}P^n$. The tropical projective space $\mathbb{T}P^n$ consists of the equivalent classes of $\mathbb{T}^{n+1}$ for the relation $x \sim y$ which holds for $x, y \in \mathbb{T}^{n+1}$ if there exists a $\lambda \in \mathbb{T} \setminus \{0\}$ such that $x = \lambda \odot y$.

Remark 4.10. Consider the tropical semiring $\mathbb{T} = \mathbb{T}(\mathbb{R})$, and let $r^1, \ldots, r^k \in \mathbb{T}^n$ be a set of points with entries in $\mathbb{R}$. Then $\mathcal{P} = \text{tpos}(r^1, \ldots, r^k)$ is a tropical polyhedral cone in $\mathbb{T}^n$ such that the image of $\mathcal{P} \cap \mathbb{R}^n$ under the canonical projection from $\mathbb{R}^n$ to the tropical torus $\{ \mathbb{R} \odot x \mid x \in \mathbb{R}^n \}$ is a “tropical polytope” in the sense of Develin and Sturmfels [DS04]. Via this identification, the tropical linear halfspaces which are non-empty proper subsets of $\mathbb{T}^n$ correspond to the “tropical halfspaces” studied in [Jos05]. The tropical projective space defined above compactifies the tropical torus (with boundary).

4.1.3 Tropical double description

As their classical counterparts, tropical polyhedra are exactly the tropical convex sets which are finitely generated, i.e., the convex hull of a finite number of points and rays. This has been established in [BHS01], see also [GP97]. We refer to [GK11] for more references. We include a proof for the sake of completeness.

Theorem 4.11. Let $\mathcal{P}(A,b)$ be a tropical polyhedron for some $A \in T_m \times T_n$ and $b \in T_m$. Then:

$$\mathcal{P}(A,b) = t\text{conv}(V) \oplus \text{tpos}(R) = \{ x \oplus y \mid x \in t\text{conv}(V), y \in \text{tpos}(R) \},$$

where $V$ is the set of tropical extreme points of $\mathcal{P}(A,b)$ and $R$ the set of its tropical extreme rays. Moreover, the sets $V, R$ are finite.

Proof. It is fact sufficient to prove the result for tropical polyhedral cones. Indeed, we can always homogenize a tropical polyhedron $\mathcal{P}(A,b)$ into the tropical polyhedral cone $\mathcal{C}(A,b)$ defined in (4.11). The rays of the homogeneized cone $\mathcal{C}(A,b)$ are in bijection with the points in $\mathcal{P}(A,b)$ and in its recession cone $\mathcal{P}(A,0)$. Moreover, one easily verifies
that \([x, 0]\) is an extreme ray of \(C(A, b)\) if and only if \(x\) is an extreme point of \(\mathcal{P}(A, b)\). Similarly, \([x, 1]\) \(\in C(A, b)\) is an extreme ray if and only if \(x\) is an extreme ray of the recession cone of \(\mathcal{P}(A, b)\).

We now prove that a tropical polyhedral cone \(C\) is the convex hull of its extreme rays. By Proposition 4.7 there exists a polyhedral cone \(C \subseteq \mathbb{K}_n^\dagger\) whose image under the valuation map is \(\mathcal{C}\). It follows that \(\mathcal{C}\) is the tropical conic hull of a finite number of points \(r^1 = \text{val}(q^1), \ldots, r^l = \text{val}(q^l)\), where \([r^1], \ldots, [r^l]\) are the extreme rays of \(\mathcal{C}\).

It turns out that some points of the generating set \(R = \{r^1, \ldots, r^l\}\) of \(\mathcal{C}\) may not yield extreme rays of \(\mathcal{C}\); see Example 4.12. Hence, it may happen that for some \(i \in [l]\), the point \(r^i\) belongs to the tropical conic hull of the other generators \(\text{tpos}(R \setminus \{r^i\})\). Clearly, we can remove these points from \(R\) and still have a generating set of \(\mathcal{C}\). Let us write \(I = \{i \in [l] \mid r^i \notin \text{tpos}(R \setminus \{r^i\})\}\). We claim that \([r^i] \mid i \in I\) is exactly the set of extreme rays of \(\mathcal{C}\).

First, any extreme ray \([x]\) of \(\mathcal{C}\) can be decomposed in \(x = \bigoplus_{q \in I} \lambda_q \circ r^i \) for some \(\lambda_q \in \mathbb{T}^I\). It follows from the extremality of \([x]\) that \(r^i \in [x]\) for some \(i \in I\).

Second, consider any \(q \in I\). We shall prove that \([r^q]\) is an extreme ray of \(\mathcal{C}\). By contradiction, suppose that \(r^q = x \oplus y\) for some \(x, y \in \mathcal{C}\). There exist \(\lambda_q, \mu_q \in \mathbb{T}^I\) such that \(x = \bigoplus_{q \in I} \lambda_q \circ r^i\) and \(y = \bigoplus_{q \in I} \mu_q \circ r^i\). Hence,

\[
\begin{align*}
r^q &= (\lambda_q \oplus \mu_q) \circ r^q \oplus \left( \bigoplus_{i \in I \setminus \{q\}} (\lambda_i \oplus \mu_i) \circ r^i \right). \\
&= (\lambda_q \oplus \mu_q) \circ r^q \oplus \left( \bigoplus_{i \in I \setminus \{q\}} (\lambda_i \oplus \mu_i) \circ r^i \right). \\
&= (\lambda_q \oplus \mu_q) \circ r^q \oplus \left( \bigoplus_{i \in I \setminus \{q\}} (\lambda_i \oplus \mu_i) \circ r^i \right). \\
&= (\lambda_q \oplus \mu_q) \circ r^q \oplus \left( \bigoplus_{i \in I \setminus \{q\}} (\lambda_i \oplus \mu_i) \circ r^i \right). \\
&= (\lambda_q \oplus \mu_q) \circ r^q \oplus \left( \bigoplus_{i \in I \setminus \{q\}} (\lambda_i \oplus \mu_i) \circ r^i \right).
\end{align*}
\]

This imply the two inequalities:

\[
\begin{align*}
r^q &\geq (\lambda_q \oplus \mu_q) \circ r^q, \\
r^q &\geq \bigoplus_{i \in I \setminus \{q\}} (\lambda_i \oplus \mu_i) \circ r^i. \\
&= \bigoplus_{i \in I \setminus \{q\}} (\lambda_i \oplus \mu_i) \circ r^i.
\end{align*}
\]

Equality cannot occur in the last inequality, since \(r^q\) is not contained in the tropical conic hull of \(\{r^i \mid i \in I \setminus \{q\}\}\). Therefore, there must exists a coordinate \(j \in [n]\) such that \(r^j > \bigoplus_{i \in I \setminus \{q\}} (\lambda_i \oplus \mu_i) \circ r^i\). Consequently, \(r^j = (\lambda_q \oplus \mu_q) \circ r^j\), by (4.13) and (4.14). It follows that \(\lambda_q \oplus \mu_q = 1\). Hence, \(\lambda_q = 1\) or \(\mu_q = 1\). Without loss of generality, let us assume that \(\lambda_q = 1\). Then,

\[
x = r^q \oplus \left( \bigoplus_{i \in I \setminus \{q\}} \lambda_i \circ r^i \right).
\]

By (4.14), we have \(r^q \geq \bigoplus_{i \in I \setminus \{q\}} \lambda_i \circ r^i\) and thus \(x = r^q\).

**Example 4.12.** Consider the tropical polyhedron whose feasible set is an usual square:

\[
2 \geq x_1 \geq 1, \quad 2 \geq x_2 \geq 1.
\]
It can be lifted to the square in $\mathbb{K}^2$:

$$t^2 \geq x_1 \geq t^1, \quad t^2 \geq x_2 \geq t^1.$$  

The point $(t^2, t^2)$ is extreme in $\mathbb{K}^2$. However, its value $(2, 2)$ is not an extreme point of the tropical polyhedron. Indeed, $(2, 2) = (2, 1) \oplus (1, 2)$. In fact, the usual square, as a tropical polyhedron, is a triangle: it is the tropical convex hull of $(1, 1), (2, 1)$ and $(1, 2)$.

**Remark 4.13.** In the proof of Theorem 4.11, we actually showed that if $P(A, b) = \text{conv}(V) \oplus \text{tpos}(R)$ for some finite sets $V, R$, then $V$ contains the set of extreme points of $P(A, b)$, and $R$ its set of extreme rays.

The "converse" of Theorem 4.11 also holds: a finitely generated tropical convex set is a tropical polyhedron.

**Theorem 4.14.** Let $V, R \subseteq \mathbb{T}^n$ be two finite sets. Then the tropical convex set

$$\text{tconv}(V) \oplus \text{tpos}(R) := \{ x \oplus y \mid x \in \text{tconv}(V), y \in \text{tpos}(R) \} \quad (4.15)$$

is a tropical polyhedron.

The classical counterpart of Theorem 4.14 can be proved using separation hyperplanes. The same approach also works in the tropical case. The polar $C^\circ$ of a tropical convex cone $C$ parametrizes the set of tropical linear halfspaces containing $C$, i.e.,

$$C^\circ := \{ (\alpha, \beta) \in \mathbb{T}^n \times \mathbb{T}^n \mid \alpha^\top \circ x \geq \beta^\top \circ x \text{ for all } x \in C \}.$$  

By definition, the tropical cone $C$ is included in the intersection of the tropical halfspaces parametrized by $C^\circ$. When $C$ is finitely generated, the converse inclusion holds, thanks to the following separation theorem.

**Theorem 4.15.** Let $C = \text{tpos}(R)$ be a tropical convex cone generated by a finite set $R \subseteq \mathbb{T}^n$. If $v \in \mathbb{T}^n$ does not belong to $C$, then there exists a tropical halfspace that contains $C$ and does not contain $v$.

**Proof.** This tropical separation theorem holds for general convex cone (see [CGQ04, Zim77, CGQS05]), but in tropical semirings which are complete, or conditionnaly complete, for their natural ordering. However, in the case of finitely generated cones, the completeness requirement can be dispensed with. The proof below is and adaptation of [CGQ04] to our setting.

It is sufficient to prove the theorem for a point $v \in \mathbb{T}^n \setminus C$ with finite entries. Indeed, suppose that $v_j = 0$ for some $j \in [n]$ and let $J = \{ j \in [n] \mid v_j > 0 \}$. Then, the projection $v_J$ of $v$ in $\mathbb{T}^J$ has finite entries. The projection $C_J$ of $C$ is a tropical convex cone which is finitely generated by the projections of the generators $r \in R$. A tropical halfspace in $\mathbb{T}^J$ separating $v_J$ from $C_J$ extends to a tropical halfspace of $\mathbb{T}^n$ separating $v$ from $C$.

We now assume that $v \in \mathbb{T}^n \setminus C$ has finite entries. If $C$ is included in one of the coordinate hyperplane $\{ x \in \mathbb{T}^n \mid x_j = 0 \}$ for some $j \in [n]$, then the inequality $x_j \leq 0$ provides a tropical halfspace separating $C$ from $v$. Hence we can restrict to the case
where, for any \( j \in [n] \), there exists a generator \( r \in R \) such that \( r_j > 0 \). Without loss of generality, we may also assume that \( r \neq 0 \) for every \( r \in R \). Let \( \lambda \in \mathbb{T}^R \) be defined for every \( r \in R \) by

\[
\lambda_r := \min_{j \in [n]} v_j - r_j ,
\]

with the convention \(-0 = +\infty\). Note that \( \lambda_r \in \mathbb{T} \) is well-defined since \( v \) has finite entries, and there exists a \( j \in [n] \) such that \( r_j > 0 \). Consider the point \( \pi := \bigoplus_{r \in R} \lambda_r \odot r \).

Equivalently, for any \( j \in [n] \):

\[
\pi_j = \max_{r \in R} \lambda_r + r_j .
\]

(4.16)

Clearly, \( \pi_j > 0 \) since \( \lambda \) has finite entries and at least one generator \( r \in R \) satisfies \( r_j > 0 \).

We claim that the tropical halfspace:

\[
\mathcal{H}^z = \{ x \in \mathbb{T}^n \mid \max_{j \in [n]} x_j - v_j \geq \max_{j \in [n]} x_j - \pi_j \}
\]

separate the tropical cone \( C \) from \( v \). Observe that \(-v_j \in \mathbb{T} \) and \(-\pi_j \in \mathbb{T} \), since \( v \) and \( \pi \) have finite entries.

First we show that \( v \) does not belong to \( \mathcal{H}^z \). Consider any \( j \in [n] \) and let \( \lambda^* \in G \) be a generator that attains the maximum in (4.16), i.e., such that \( \pi_j = \lambda^*_r = r_j^* \). Since \( \pi_j \) is finite, so is \( r_j^* \). As \( \lambda_r \leq v_j - r_j^* \), it follows that \( \pi_j \leq v_j \). However, the equality \( \pi = v \) cannot occur, as \( \pi \in C \) and \( v \notin C \). Hence, there exists at least one \( j \in [n] \) such that \( \pi_j < v_j \). Consequently,

\[
\max_{j \in [n]} v_j - v_j = 0 < \max_{j \in [n]} v_j - \pi_j ,
\]

and \( v \) does not belong to \( \mathcal{H}^z \).

Second, we prove the inclusion \( C \subseteq \mathcal{H}^z \). By convexity, it is sufficient to show that every \( r \in R \) belongs to \( \mathcal{H}^z \). Fix any generator \( r \in R \). By definition of \( \lambda_r \), we have \( \max_{j \in [n]} r_j - v_j = -\lambda_r \). Moreover, \( -\lambda_r \geq r_j - \pi_j \) for every \( j \in [n] \), by definition of \( \pi \). Hence, there exists at least one \( j \in [n] \) such that \( \pi_j < v_j \). Consequently,

\[
\max_{j \in [n]} v_j - v_j = 0 < \max_{j \in [n]} v_j - \pi_j ,
\]

and \( \mathcal{H} \) is a finite set. Then, the tropical convex cone \( \text{tpos}(R) \) is a tropical polyhedral cone.

**Proof.** By Theorem 4.15, the tropical cone \( C \) is the intersection of the tropical halfspaces in its polar:

\[
C = \bigcap_{(\alpha, \beta) \in C^\circ} \{ x \in \mathbb{T}^n \mid \alpha^T x \geq \beta^T x \} .
\]

By convexity, the polar \( C^\circ \) of the tropical cone \( C = \text{tpos}(R) \) is the intersection of finitely many tropical halfspaces:

\[
C^\circ = \bigcap_{r \in R} \{ (\alpha, \beta) \in \mathbb{T}^n \times \mathbb{T}^n \mid r^T \odot \alpha \geq r^T \odot \beta \} .
\]

By Theorem 4.11, \( C^\circ \) is a finitely generated convex cone, i.e., there exists a finite set \( G \in \mathbb{T}^{2n} \) such that \( C^\circ = \text{tpos}(G) \). Hence, if \( x \in \mathbb{T}^n \) satisfies the inequality \( \alpha^T \odot x \geq \beta^T \odot x \)
for all \((\alpha, \beta) \in G\), then \(x\) also satisfies this inequality for any \((\alpha, \beta) \in C^o\) by convexity. Consequently, \(C\) is the following tropical polyhedral cone:

\[
C = \bigcap_{(\alpha, \beta) \in G} \{ x \in \mathbb{T}^n \mid \alpha^\top x \geq \beta^\top x \}. 
\]

**Proof of Theorem 4.14.** Let us homogeneize the convex set \(P = \text{tconv}(V) \oplus \text{tpos}(R) \subseteq \mathbb{T}^n\) into the convex cone \(C = \text{pos}(V' \cup R') \subseteq \mathbb{T}^{n+1}\) where \(V' = \{(v, 1) \mid v \in V\}\) and \(R' = \{(r, 0) \mid r \in R\}\). By Corollary 4.16, there exists a matrix \((A, b) \in \mathbb{T}^{m \times (n+1)}\) such that \(C = \mathcal{P}(A, b, 0)\). If \(x \in P\), then \((x, 1) \in C\) and thus \(x \in \mathcal{P}(A, b)\). Conversely, if \(x \in \mathcal{P}(A, b)\), then \((x, 1) \in C\) and thus \(x \in P\). 

**4.1.4 Tropical linear programming**

A **tropical linear program** is an optimization problem of the form

\[
\begin{align*}
\text{optimize} & \quad c^\top \odot x \\
\text{subject to} & \quad x \in \mathcal{P}(A, b),
\end{align*}
\]

where \(A \in \mathbb{T}^{m \times n}_\pm\), \(b \in \mathbb{T}^m_\pm\) are signed matrices, \(c \in \mathbb{T}^n\) is an unsigned vector, and “optimize” means either “maximize” or “minimize”. We say that the program is **infeasible** if the tropical polyhedron \(\mathcal{P}(A, b)\) is empty. Otherwise, it is said to be **feasible**. A maximization problem is **unbounded** if for any \(\nu \in \mathbb{T}\), there exists a \(x \in \mathcal{P}(A, b)\) such that \(c^\top \odot x > \nu\). Since \(0\) is a lower bound on any tropical number, tropical minimization problems are always bounded. An optimal solution of a minimization problem is a \(x^* \in \mathcal{P}(A, b)\) such that:

\[
c^\top \odot x^* \leq c^\top \odot x \quad \text{for all } x \in \mathcal{P}(A, b). \tag{4.17}\]

For a maximization problem, the inequality \(\leq\) in (4.17) is replaced by \(\geq\).

**Lemma 4.17.** A tropical linear maximization problem is either infeasible, unbounded, or admits an optimal solution. A tropical linear minimization problem is either infeasible or admits an optimal solution.

**Proof.** If the linear program is infeasible, then the other possibilities are excluded. Now suppose that \(\mathcal{P}(A, b)\) is not empty. Then, by Theorem 4.11 there exist a finite number of points \(v^1, \ldots, v^k \in \mathbb{T}^n\) and \(r^1, \ldots, r^l \in \mathbb{T}^n\) such that

\[
\mathcal{P}(A, b) = \text{tconv}(v^1, \ldots, v^k) \oplus \text{tpos}(r^1, \ldots, r^l). \]

First consider a maximization problem. If there exists a \(i \in [k]\) such that \(c^\top \odot r^i > 0\), then the linear program is unbounded. Otherwise any feasible point \(x\) satisfy

\[
c^\top \odot x \leq \max_{i \in [k]} c^\top \odot v^i = c^\top \odot \left( \bigoplus_{i \in [k]} v^i \right),
\]
and the element $\bigoplus_{i \in [l]} v^i$ is an optimal solution.

In case of a feasible minimization problem, any feasible point $x$ can be written as

$$x = \left( \bigoplus_{i \in [k]} \lambda_i \odot v^i \right) \oplus \left( \bigoplus_{i \in [l]} \mu_i \odot r^i \right)$$

where $\bigoplus_{i \in [k]} \lambda_k = 1$. Consequently, we have $c^T \odot x \geq \bigoplus_{i \in [k]} \lambda_i \odot (c^T \odot v^i)$. Consider any $i^* \in [k]$ such that $\lambda_{i^*} = 1$. Then, $c^T \odot x \geq c^T \odot v^{i^*} \geq \min_{i \in [k]} c^T \odot v^i$. Consequently, the optimal value of the linear program is $\min_{i \in [k]} c^T \odot v^i$ and it is attained on some $v^i$.

**Remark 4.18.** The proof of Lemma 4.17 shows that a feasible maximization problem is unbounded if and only if there exists a $r$ in the polyhedral cone $tpos(r^1, \ldots, r^l)$ such that $c^T r > 0$. The set $tpos(r^1, \ldots, r^l)$ is the tropical recession cone of $P(A,b)$ and it is equal to $P(A,0)$ by Proposition 4.9. Hence, Lemma 3.5 admits a tropical counterpart.

**Remark 4.19.** The proof of Lemma 4.17 also shows that a feasible bounded maximization problem admits $\bigoplus_{i \in [l]} v^i$ as an optimal solution. Observe that this point is optimal for all objective vector $c$ that yields a bounded problem. In case of a feasible minimization problem, we proved that there always exists an extreme point $v^i$ which is an optimal solution.

In the following, we shall consider only minimization problems, that we denote as follows:

$$\text{minimize } c^T \odot x \quad \text{subject to } x \in P(A,b)$$

**Proposition 4.20.** There is a way to associate to every tropical linear program of the form $LP(A,b,c)$ a linear program over $\mathbb{K}$

$$\text{minimize } cx \quad \text{subject to } x \in P(A,b), \ x \geq 0 \quad (4.18)$$

satisfying $A \in \text{sval}^{-1}(A)$, $b \in \text{sval}^{-1}(b)$ and $c \in \text{sval}^{-1}(c)$, so that:

(i) the image by the valuation of the feasible set of the linear program (4.18) is precisely the feasible set of the tropical linear program $LP(A,b,c)$; in particular, the former program is feasible if, and only if, the latter one is feasible;

(ii) the valuation of any optimal solution of (4.18) (if any) is an optimal solution of $LP(A,b,c)$.

**Proof.** The lifted matrices $A \in \text{sval}^{-1}(A)$ and $b \in \text{sval}^{-1}(b)$ provided by Proposition 4.7 proves the first part of the proposition. For the second part, choose any $c \in \text{sval}^{-1}(c)$. Since $c$ has tropically non-negative entries, $c$ also has non-negative entries. It follows that $c^T x > 0$ for all $x \in P(A,b) \cap \mathbb{K}_n^+$. If $P(A,b)$ is not empty, then $P(A,b) \cap \mathbb{K}_n^+$ is also not
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Figure 4.3: The tropical polyhedron defined by the inequalities (4.19) and its external representation.

Figure 4.4: A lift of the tropical polyhedron defined by the inequalities (4.19) and its external representation.
empty by the first part of the proposition. Hence, the Hahn linear program (4.18) admits an optimal solution $x^*$ by Proposition 3.4. As $c^T x^* \leq c^T x$ for all $x \in \mathcal{P}(A, b) \cap \mathbb{K}_+^n$, it follows from the homomorphism property of the valuation map that $c^T \circ \text{val}(x^*) \leq c^T \circ x$ for all $x \in \text{val}(\mathcal{P}(A, b) \cap \mathbb{K}_+^n) = \mathcal{P}(A, b)$.

**Example 4.21.** Throughout the rest of this manuscript, we will illustrate some results on the following problem.

\[
\begin{align*}
\text{minimize} & \quad \max(x_1 - 2, x_2, x_3 - 1) \\
\text{subject to} & \quad \max(0, x_2 - 1) \geq \max(x_1 - 1, x_3 - 1) \quad \mathcal{H}_1 \\
& \quad x_3 \geq \max(0, x_2 - 2) \quad \mathcal{H}_2 \\
& \quad x_2 \geq 0 \quad \mathcal{H}_3 \\
& \quad x_1 \geq \max(0, x_2 - 3) \quad \mathcal{H}_4 \\
& \quad 0 \geq x_2 - 4 \quad \mathcal{H}_5
\end{align*}
\]

These constraints define the tropical polyhedron represented in Figure 4.3. A lift of this tropical polyhedron is depicted in Figure 4.4. The optimal value of this tropical linear program is 0 and the set of optimal solutions is the ordinary square:

\[
\{(x_1, x_2, x_3) \in \mathbb{T}^3 \mid 0 \leq x_1 \leq 1 \text{ and } x_2 = 0 \text{ and } 0 \leq x_3 \leq 1\}.
\]

However, over Hahn series, there is a unique optimum. It is the point located in the intersection of three hyperplanes obtained by lifting the inequalities $(\mathcal{H}_2)$, $(\mathcal{H}_3)$ and $(\mathcal{H}_4)$. This point has value $(0, 0, 0)$, which is an optimum for the tropical linear program.

The homogeneization of the polyhedron (4.19) is the cone described by the inequalities:

\[
\begin{align*}
\max(x_4, x_2 - 1) & \geq \max(x_1 - 1, x_3 - 1) \\
x_3 & \geq \max(x_4, x_2 - 2) \\
x_2 & \geq x_4 \\
x_1 & \geq \max(x_4, x_2 - 3) \\
x_4 & \geq x_2 - 4 
\end{align*}
\]

(4.20)

where the coordinate $x_4$ plays the role of the affine component. For the sake of simplicity, the linear half-spaces in (4.20) are still referred to as $(\mathcal{H}_1)$–$(\mathcal{H}_5)$.

### 4.2 Generic arrangements of tropical hyperplanes

A set of Hahn hyperplanes $\{\mathcal{H}(A_i, b_i)\}_{i \in [m]}$ induces a cell decomposition of the ambient space $\mathbb{K}^n$ into polyhedra. Similarly a set of tropical hyperplanes $\{\mathcal{H}(A_i, b_i)\}_{i \in [m]}$ decomposes the space $\mathbb{T}^n$. In this section, we establish the following relation between these two decompositions (see Figure 4.5 for an illustration).
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Theorem 4.22. Suppose that \((A, b) \in \mathbb{T}^{m \times (n+1)}\) is sign-generic for all minors polynomials. Then, for all \(A \in \text{sval}^{-1}(A)\), \(b \in \text{sval}^{-1}(b)\) and \(I \subseteq [m]\),

\[
\text{val}\left(\mathcal{P}_I(A, b) \cap \mathbb{K}_n^+\right) = \mathcal{P}_I(A, b).
\] (4.21)

where, for any subset of rows \(I \subseteq [m]\), we denote

\[
\mathcal{P}_I(A, b) := \bigcap_{i \in I} \mathcal{H}(A_i, b_i) \cap \mathcal{P}(A, b), \quad \mathcal{P}_I(A, b) := \bigcap_{i \in I} \mathcal{H}(A_i, b_i) \cap \mathcal{P}(A, b).
\]

By Theorem 4.22, the set of tropical s-hyperplanes \(\{\mathcal{H}(A_i, b_i)\}_{i \in [m]}\) induces a cellular decomposition of \(\mathbb{T}^n\) into tropical polyhedra. We call this collection of tropical polyhedra the signed cells of the arrangement \(\{\mathcal{H}(A_i, b_i)\}_{i \in [m]}\). Notice that the signed cells form an intersection poset thanks to Theorem 4.22.

The signed cell decomposition coarsens the cell decomposition introduced in [DS04], which partitions \(\mathbb{T}^n\) into ordinary polyhedra. Here we call the latter cells unsigned. In particular, the one dimensional signed cells are unions of (closed) one-dimensional unsigned cells. However, some one-dimensional unsigned cells may not belong to any one dimensional signed cell. In the example depicted in Figure 4.3, this is the case for the ordinary line segment \([(1, 0, 1), (1, 1, 1)]\).

Example 4.23. Consider the tropical polyhedral cone \(\mathcal{C}\) in \(\mathbb{T}^3\) given by the three homogeneous constraints

\[
x_2 \geq \max(x_1, x_3)
\] (4.22)
\[
x_1 \geq \max(x_2 - 2, x_3 - 1)
\] (4.23)
\[
\max(x_1, x_3 + 1) \geq x_2 - 1.
\] (4.24)
Figure 4.6: Unsigned (left) and signed (right) cell decompositions induced by the three tropical s-hyperplanes in Example 4.23.

This gives rise to an arrangement of three tropical s-hyperplanes in which \( C \) forms one signed cell; see Figure 4.6 (right) for a visualization in the \( x_1 = 0 \) plane. Each tropical s-hyperplane yields a unique unsigned tropical hyperplane. An open sector is one connected component of the complement of an unsigned tropical hyperplane. The ordinary polyhedral complex arising from intersecting the open sectors of an arrangement of unsigned tropical hyperplanes is the type decomposition of Develin and Sturmfels \([DS04]\). In our example the type decomposition has ten unsigned maximal cells; in Figure 4.6 (left), we marked them with labels as in \([DS04]\).

The apices of the unsigned tropical hyperplanes arising from the three constraints above are \( p_1 = (0,0,0), p_2 = (0,2,1) \) and \( p_3 = (0,1,-1) \). The tropical convex hull of \( p_1, p_2 \) and \( p_3 \), with respect to min as the tropical addition, is the topological closure of the unsigned bounded cell \([2,1,3]\).

The signed cell \( C \) is precisely the union of the two maximal unsigned cells \([2,1,3]\) and \([23,1,–]\) together with the (relatively open) bounded edge of type \([23,1,3]\) sitting in-between. The other signed cells come about by replacing “\( ≥ \)” by “\( ≤ \)” in some subset of the constraints above. For instance, exchanging “\( ≥ \)” by “\( ≤ \)” in (4.22) and keeping the other two yields the signed cell which is the union of the three unsigned cells \([2,–,13]\), \([12,–,3]\), \([123,–,–]\) and two (relatively open) edges in-between. Altogether there are six maximal signed cells in this case.

The proper notion of a “face” of a tropical polyhedron is a subject of active research, see \([Jos05]\) and \([DY07]\). Notice that the signed and unsigned cells depend on the arrangement of s-hyperplanes, while several different arrangements may describe the same
tropical polyhedron. For example,
\[
\{ x \in T^2 \mid x_1 \oplus x_2 \leq 1 \} = \{ x \in T^2 \mid x_1 \leq 1 \text{ and } x_2 \leq 1 \}.
\] (4.25)

Even if a canonical external representation exists, see [AK13], it may not satisfy the genericity conditions of Theorem 4.22. Thus this approach does not easily lead to a meaningful notion of faces for tropical polyhedra.

The rest of this section is devoted to prove Theorem 4.22.

4.2.1 The tangent digraph

Consider a matrix \( W = (W_{ij}) \in T_{m \times (n+1)} \). For every point \( x \in T^{n+1} \) with no 0 entries, we define the tangent graph \( G_x(W) \) at the point \( x \) with respect to \( W \) as a bipartite graph over the following two disjoint sets of nodes: the “coordinate nodes” \([n+1]\) and the “hyperplane nodes” \( \{ i \in [m] \mid W_i^+ \circ x = W_i^- \circ x > 0 \} \). There is an edge between the hyperplane node \( i \) and the coordinate node \( j \) when \( j \in \arg(|W_i| \circ x) \).

The tangent digraph \( \vec{G}_x(W) \) is an oriented version of \( G_x(W) \), where the edge between the hyperplane node \( i \) and the coordinate node \( j \) is oriented from \( j \) to \( i \) when \( W_{ij} \) is tropically positive, and from \( i \) to \( j \) when \( W_{ij} \) is tropically negative (if a tangent digraph contains an edge between \( i \) and \( j \) then \( W_{ij} \neq 0 \)).

Examples of tangent digraphs are given in Figure 4.7 (there, hyperplane nodes are denoted \( H_i \)). The term “tangent” comes from the fact that \( \vec{G}_x(W) \) is a combinatorial encoding of the tangent cone at \( x \) in the tropical cone \( C = \mathcal{P}(W,0) \), see [AGG13]. The tangent digraph is the same for any two points in the same cell of the arrangement of tropical hyperplanes given by the inequalities. The tangent graph \( G_x(W) \) corresponds to the “types” introduced in [DS04] but relative only to the hyperplanes given by the tight inequalities at \( x \).

When there is no risk of confusion, we will denote by \( G_x \) and \( \vec{G}_x \) the tangent graph and digraph, respectively.

Example 4.24. Let \( W \) be the matrix formed by the coefficients of the system (4.20), and consider the point \( x = (1,0,0,0) \) (corresponding to \( (1,0,0) \) via the bijection (4.12)). The inequalities \( (H_1) \), \( (H_2) \) and \( (H_3) \) are tight at \( x \). They read
\[
\begin{align*}
\max(x_4, x_2 - 1) & \geq \max(x_1 - 1, x_3 - 1) \\
x_3 & \geq \max(x_4, x_2 - 2) \\
x_2 & \geq x_4
\end{align*}
\]
where we marked the positions where the maxima are attained. The tangent digraph \( \vec{G}_x(W) \) is depicted in the top left of Figure 4.7. For instance, the first inequality provides the arcs from coordinate node 4 to hyperplane node \( H_1 \) and from \( H_1 \) to coordinate node 1.

If \( I \) and \( J \) are respectively subsets of the hyperplane and coordinate nodes of \( G_x \), a matching between \( I \) and \( J \) is a subgraph of \( G_x \) with node set \( I \cup J \) in which every node is incident to exactly one edge. A matching can be identified with a bijection \( \sigma : I \to J \).
4.2 Generic arrangements of tropical hyperplanes

At (1, 0, 0) In the open segment \( (1, 0, 0), (1, 1, 0) \]

At (1, 1, 0) In the open segment \( (1, 1, 0), (2, 2, 0) \]

At (2, 2, 0) In the open segment \( (2, 2, 0), (4, 4, 2) \]

At (4, 4, 2)

Figure 4.7: Tangent digraphs at various points of the tropical cone obtained by homogenization of the tropical polyhedron defined by the inequalities (4.19). Hyperplane nodes are rectangles and coordinate nodes are circles.

**Lemma 4.25.** Let \( W \in \mathbb{T}_\pm^{m \times (n+1)} \) and \( x \in \mathbb{T}^{n+1} \) be a point with no 0 entries. Suppose the tangent graph \( G_x \) contains a matching between the hyperplane nodes \( I \) and the coordinate nodes \( J \). Then this matching is a solution of the maximal assignment problem with costs \( |W_{ij}| \) for all \( i \in I, j \in J \).

**Proof.** Let \( \{(i_1, j_1), \ldots, (i_q, j_q)\} \) be a matching between the hyperplanes nodes \( I = \{i_1, \ldots, i_q\} \) and the coordinate nodes \( J = \{j_1, \ldots, j_q\} \). By definition of the tangent graph, for all \( p \in [q] \), we have:

\[
|W_{i_p j_p}| + x_{j_p} \geq |W_{i_p l}| + x_l \quad \text{for all } l \in [n+1].
\]

Since \( x \) has no 0 entries, this implies \( \sum_{p=1}^q |W_{i_p j_p}| \geq \sum_{p=1}^q |W_{i_p \sigma(i_p)}| \) for any bijection \( \sigma : I \to J \).

**Lemma 4.26.** Let \( W \in \mathbb{T}_\pm^{m \times (n+1)} \) and \( x \in \mathbb{T}^{n+1} \) be a point with no 0 entries. If the tangent graph \( G_x \) contains an undirected cycle, then the matrix \( W \) admits a square submatrix \( W' \) which is not generic for the determinant polynomial. Moreover, if the cycle is directed in the tangent digraph \( G_x \), then \( W' \) is not sign-generic for the determinant polynomial.
Proof. To prove the first statement, let \( j_1, j_2, \ldots, j_q, j_{q+1} = j_1 \) be an undirected cycle in \( \mathcal{G}_x \). Up to restricting to a subcycle, we may assume that the cycle is simple, i.e., the indices \( i_1, \ldots, i_q \) and \( j_1, \ldots, j_q \) are pair-wise distinct. As a consequence, the maps \( \sigma : i_p \mapsto j_p \) and \( \tau : i_p \mapsto j_{p+1} \) for \( p \in [q] \) are bijections. The sets of edges \( \{(i_p, j_p) \mid p \in [q]\} \) and \( \{(i_p, j_{p+1}) \mid p \in [q]\} \) are two distinct matchings between the hyperplane nodes \( i_1, \ldots, i_p \) and the coordinate nodes \( j_1, \ldots, j_p \). Let \( W' \) be the submatrix of \( W \) made with rows \( i_1, \ldots, i_q \) and columns \( j_1, \ldots, j_q \). By Lemma \[4.25\], the bijections \( \sigma \) and \( \tau \) are both maximizing in \( |\det(W')| \), hence \( W' \) is not generic for the determinant.

Now suppose that the cycle is directed. Then, \( W_{ip, j_p} \) is tropically positive and \( W_{is, j_{p+1}} \) is tropically negative for all \( p \in [q] \). Consequently, the tropical signs of \( W_{i_1 j_1} \odot \cdots \odot W_{is, j_q} \) and \( W_{i_1, j_2} \odot \cdots \odot W_{is, j_q} \) differ by \((-1)^q\). Moreover, \( \tau \) is obtained from \( \sigma \) by a cyclic permutation of order \( q \), so their signs differ by \((-1)^{q+1}\). As a result, the terms \( \text{tsign}(\sigma) \odot W_{i_1 j_1} \odot \cdots \odot W_{is, j_q} \) and \( \text{tsign}(\tau) \odot W_{i_1, j_2} \odot \cdots \odot W_{is, j_q} \) have opposite tropical signs, and \( W' \) is not sign-generic for the determinant. This completes the proof. \( \boxdot \)

4.2.2 Cells of an arrangement of signed tropical hyperplanes

**Theorem 4.27.** Suppose that \((A, b) \in \mathbb{T}^{n \times (n+1)}\) is sign-generic for all minors polynomials. Then the identity

\[
\text{val}\left(\mathcal{P}(A, b) \cap \mathbb{K}_+^n\right) = \mathcal{P}(A, b)
\]

holds for any \( A \in \text{sval}^{-1}(A) \) and \( b \in \text{sval}^{-1}(b) \).

**Proof.** Let \( W = (A, b) \). For any \( A \in \text{sval}^{-1}(A) \) and \( b \in \text{sval}^{-1}(b) \), let \( W = (A, b) \). We first prove the result for the cones \( \mathcal{C} = \mathcal{P}(W, 0) \) and \( \mathcal{C} = \mathcal{P}(W, 0) \). The inclusion \( \text{val}(\mathcal{C} \cap \mathbb{K}_+^{n+1}) \subseteq \mathcal{C} \) is trivial. Conversely, let \( x \in \mathcal{C} \). Up to removing the columns \( j \) of \( W \) with \( x_j = 0 \), we can assume that \( x \) has no \( \emptyset \) entries. We construct a lift \( x \) of \( x \) in the cone \( \mathcal{C} \cap \mathbb{K}_+^{n+1} \) using the tangent digraph \( \mathcal{G}_x \) with hyperplane node set \( I \). We claim that it is sufficient to find a vector \( v \in \mathbb{R}^{n+1} \) satisfying the following conditions:

\[
\sum_{j \in \text{arg}(\|W_{i,j}\| \circ x)} \text{lc}(w_{ij})v_j > 0 \quad \text{for all } i \in I, \tag{4.26}
\]

\[
v_j > 0 \quad \text{for all } j \in [n+1], \tag{4.27}
\]

where \( W = (w_{ij}) \).

Indeed, given such a vector \( v \), consider the lift \( x = (v, t^v)^\circ \) of \( x \). Clearly \( x \in \mathbb{K}_+^{n+1} \).

If \( i \in I \), then \( \text{lc} \) ensures that the leading coefficient of \( W_i x \) is positive. If \( i \notin I \), two cases can occur. Either \( W_i^+ \odot x = W_i^- \odot x = 0 \) and thus \( W_i x = 0 \). Otherwise, \( W_i^+ \odot x > W_i^- \odot x \), so the leading term of \( W_i x \) is positive. We conclude that \( W_i x \geq 0 \) for all \( i \in [m] \). This proves the claim.

Let \( F = (f_{ij}) \in \mathbb{R}^{[I] \times (n+1)} \) be the real matrix defined by \( f_{ij} = \text{lc}(w_{ij}) \) when \( j \in \text{arg}(\|W_i \| \circ x) \) and \( f_{ij} = 0 \) otherwise. We claim that there exists a \( v \in \mathbb{R}^{n+1} \) such that \( Fv > 0 \) and \( v > 0 \), or, equivalently, that the following polyhedron is not empty:

\[
\{ v \in \mathbb{R}^{n+1} \mid Fv \geq 1, \ v \geq 1 \}.
\]
By contradiction, suppose that the latter polyhedron is empty. Then, by Farkas’ lemma [Sch03 §5.4], there exist \( \alpha \in \mathbb{R}_{+}^{|I|} \) and \( \lambda \in \mathbb{R}_{+}^{n+1} \) such that:

\[
P^\top \alpha + \lambda \leq 0 \tag{4.28}
\]

\[
\sum_{i \in I} \alpha_i + \sum_{j \in [n+1]} \lambda_j > 0 \tag{4.29}
\]

Note that if \( \alpha \) is the 0 vector, then by (4.29), there exists a \( \lambda_j > 0 \) for some \( j \in [n+1] \), which contradicts (4.28). Thus, the set \( K = \{ i \in I \mid \alpha_i > 0 \} \) is not empty. Let \( J \subseteq [n+1] \) be defined by:

\[
J := \bigcup_{i \in K} \text{arg}(W_i^+ \odot x) = \bigcup_{i \in K} \{ j \mid f_{ij} > 0 \}.
\]

By definition of the tangent digraph, every hyperplane node in \( K \) has an incoming arc from a coordinate node in \( J \). Moreover, for every \( j \in J \), the inequality (4.28) yields:

\[
\sum_{i \in I} f_{ij} \alpha_i \leq 0.
\]

This sum contains a positive term \( f_{ij} \alpha_i \) (by definition of \( J \)). Consequently, it must also contain a negative term \( f_{kj} \alpha_k \). Equivalently, \( k \in K \) and \( f_{kj} < 0 \), which means that the coordinate node \( j \) has an incoming arc from the hyperplane node \( k \). It follows that the tangent digraph \( G_x \) contains a directed cycle (through the nodes \( K \cup J \)). Then, by Lemma 4.26, the matrix \( W \) is not sign-generic for a minor polynomial. This contradicts the sign-genericity of \( W \) and proves the claim.

Now we consider the polyhedron \( P(A, b) \). The inclusion \( \text{val}(P(A, b) \cap \mathbb{K}_+^n) \subseteq P(A, b) \) is still valid. Conversely, given \( x \in P(A, b) \), the point \( x' = (x, 1) \in \mathbb{T}^{n+1} \) belongs to the cone \( C \). By the previous proof, there exists a lift \( x' \) of \( x' \) in \( C \cap \mathbb{K}_+^{n+1} \). Since \( \text{val}(x_{n+1}') = 1 \), the point \( x = (x_1/x_{n+1}', \ldots, x_n'/x_{n+1}') \) is well-defined. Furthermore, \( x \) clearly satisfies \( \text{val}(x) = x \) and it belongs to \( P(A, b) \cap \mathbb{K}_+^n \).

Theorem 4.27 shows that valuation commutes with intersection for halfspaces in general position. This extends to mixed intersection of halfspaces and (signed) hyperplanes.

**Proof of Theorem 4.27.** We first prove the result when \( I = [m] \). In this case, the claim is about the intersection of all (Hahn or signed tropical) hyperplanes in the arrangement. The first inclusion \( \text{val}(\bigcap_{i=1}^m \mathcal{H}(A_i, b_i)) \subseteq \bigcap_{i=1}^m \mathcal{H}(A_i, b_i) \) is trivial. Conversely, let \( x \in \bigcap_{i=1}^m \mathcal{H}(A_i, b_i) \). The point \( x \) belongs to the tropical polyhedron \( P(A, b) \). By Theorem 4.27, \( x \) admits a lift in \( P(A, b) \cap \mathbb{K}_+^n \). But observe that the choice of tropical signs for the rows of \( (A, b) \) is arbitrary. Indeed, if \( (A', b') \) is obtained by multiplying some rows of \( (A, b) \) by \( \ominus 1 \), then \( (A', b') \) satisfy the conditions of Theorem 4.27 and \( x \) belongs to \( P(A', b') \). Thus for any sign pattern \( s \in \{-1, +1\}^m \), there exists a lift \( x^s \) of \( x \) which belongs to the Hahn polyhedron \( P(A^s, b^s) \cap \mathbb{K}_+^n \), where \( (A^s, b^s) = (s_1, \ldots, s_m)(A, b) \).

Since the Hahn points \( x^s \) are non-negative with value \( x \), any point in their convex hull is also non-negative with value \( x \). We claim that the convex hull \( \text{conv}\{x^s \mid s \in \{-1, +1\}^m \} \) contains a directed cycle (through the nodes \( K \cup J \)). Then, by Lemma 4.26, the matrix \( W \) is not sign-generic for a minor polynomial. This contradicts the sign-genericity of \( W \) and proves the claim.

Theorem 4.27 shows that valuation commutes with intersection for halfspaces in general position. This extends to mixed intersection of halfspaces and (signed) hyperplanes.
\{-1,+1\}^m \} contains a point in the intersection \(\bigcap_{i=1}^m \mathcal{H}(A_i, b_i)\). We prove the claim by induction on the number \(m\) of hyperplanes.

If \(m = 1\), we obtain two points \(x^+\) and \(x^-\) on each side of the hyperplane \(\mathcal{H}(A_1, b_1)\), and it is easy to see that their convex hull intersects the hyperplane. Now, suppose we have \(m \geq 2\) hyperplanes. Let \(S^+\) (resp. \(S^-\)) be the set of all signs patterns \(s \in \{-1,+1\}^m\) with \(s_m = +1\) (resp. \(s_m = -1\)). By induction, the convex hull \(\text{conv}\{x^s \mid s \in S^+\}\) contains a point \(x^+\) in the intersection of the first \(m-1\) hyperplanes \(\bigcap_{i=1}^{m-1} \mathcal{H}(A_i, b_i)\). Similarly, \(\text{conv}\{x^s \mid s \in S^-\}\) contains a point \(x^-\) in \(\bigcap_{i=1}^{m-1} \mathcal{H}(A_i, b_i)\).

The points \(x^+\) and \(x^-\) are on opposite sides of the last hyperplane \(\mathcal{H}(A_m, b_m)\). Their convex hull intersects \(\mathcal{H}(A_m, b_m)\), thus their convex hull intersects \(\mathcal{H}(A_m, b_m)\).

When \(I \subsetneq [m]\), the previous proof can be generalized by considering only the sign patterns \(s \in \{-1,+1\}^m\) such that \(s_i = +1\) for all \(i \notin I\).

### 4.3 The simplex method for tropical linear programming

We shall now use the tropical simplex method to solve a tropical linear program. By Proposition 4.20, a solution of LP\((A, b, c)\) can be found by applying the simplex method to a classical linear program

\[
\begin{align*}
\text{minimize} \quad & cx \\
\text{subject to} \quad & x \in \mathcal{P}(A, b), \quad x \geq 0
\end{align*}
\tag{4.30}
\]

over Hahn series, for some \((A \ b \ c) \in \text{sval}^{-1} \ (A \ b \ c)\). Note that the feasible set of \((4.30)\) is included in the positive orthant. To ease the connection between tropical and classical linear programs, we shall make the following assumption.

**Assumption B.** The matrix \((A \ b) \in \mathbb{T}^{m\times(n+1)}\) is such that \(\mathcal{P}(A, b)\) is included in the positive orthant \(\mathbb{K}_{+}^n\) for any \((A \ b) \in \text{sval}^{-1}(A \ b)\).

This assumption can be easily satisfied by adding explicitly the (implicit) inequalities \(x \geq 0\) to the description of \(\mathcal{P}(A, b)\).

**Tropical basic points**

**Proposition-Definition 4.28.** Suppose that \((A \ b) \in \mathbb{T}^{m\times(n+1)}\) is sign-generic for the minor polynomials and satisfies Assumption B. Let \(I\) be a subset of \([m]\) of cardinality \(n\) such that \(\text{tdet}(A_I) \neq 0\). If the set

\[
\mathcal{P}_I(A, b) = \{x \in \mathcal{P}(A, b) \mid A_I^\top \odot x \oplus b_I^+ = A_I^\top \odot x \oplus b_I^-\}
\tag{4.31}
\]

is not empty, it contains a unique point \(x^I\). In this case, \(I\) is called a (feasible) basis, and \(x^I\) a (feasible) basic point, of \(\mathcal{P}(A, b)\).

For any \((A \ b) \in \text{sval}^{-1}(A \ b)\), the feasible bases of \(\mathcal{P}(A, b)\) are exactly the feasible bases of \(\mathcal{P}(A, b)\). Moreover, for any feasible basis \(I\), the basic point \(x^I\) of \(\mathcal{P}(A, b)\) is the value of the basic point \(x^I\) of \(\mathcal{P}(A, b)\).
4.3 The simplex method for tropical linear programming

Proof. Consider any \((A, b) \in \text{val}^{-1}(A, b)\). By Assumption [B], the Hahn polyhedron \(\mathcal{P}(A, b)\) is included in the positive orthant \(\mathbb{K}_{+}^{n}\). Hence, by Corollary 4.22, the set \((4.31)\) is exactly the image under the valuation map of the set
\[
\mathcal{P}_{I}(A, b) = \{ x \in \mathcal{P}(A, b) \mid A_{I}x + b_{I} = 0 \}.
\]
(4.32)
Since \(t\det(A_{I}) \neq 0\), and \(A_{I}\) is sign-generic for the determinant, it follows from Lemma 3.8 that \(\det(A_{I}) \neq 0\). As a consequence, \(I\) is a basis of \(\mathcal{P}(A, b)\), and the intersection \(\bigcap_{i \in I} \mathcal{H}(A_{i}, b_{i})\) contains only the Hahn basic point \(x_{I}\). If this point is contained in \(\mathcal{P}(A, b)\), i.e., if the basis is feasible for \(\mathcal{P}(A, b)\), then the set \((4.32)\) is reduced to \(\{ \text{val}(x_{I}) \}\). Otherwise, the set \((4.32)\) is empty. □

Given a basis, the corresponding basic point can be obtained as follows.

Proposition 4.29. Suppose that \((A, b) \in \mathbb{T}^{m \times (n+1)}_{\pm}\) is sign-generic for the minor polynomials and satisfies Assumption [B]. Let \(I \subseteq [m]\) be a feasible basis of \(\mathcal{P}(A, b)\). The \(j\)th component of the basic point \(x_{I} \in \mathbb{T}^{n}\) is given by
\[
x_{I}^{j} = (\ominus 1)^{\ominus n+1+j} \odot t\det(A_{Ij}^{-1} b_{I}) \odot (t\det(A_{I}))^{\ominus -1} = |t\det(A_{Ij}^{-1} b_{I})| - |t\det(A_{I})|.
\]
(4.33)
Proof. By Lemma 3.15, the tropical basic point \(x_{I}\) is the image under the valuation map of the Hahn basic point \(x_{I}^{\mathcal{H}}\) of the polyhedron \(\mathcal{P}(A, b)\), for any \((A, b) \in \text{val}^{-1}(A, b)\). The rest of the proposition then follows from Cramer’s formulae (Proposition 3.15) and Lemma 3.8. □

Proposition 4.30. Every extreme point of a tropical polyhedron is a feasible basic point.

Proof. Let \((A, b) \in \text{val}^{-1}(A, b)\) be the lifted matrix given by Proposition 4.7 so that \(\text{val}(\mathcal{P}(A, b))\) coincides with \(\mathcal{P}(A, b)\). Let \(V\) be the set of basic points of \(\mathcal{P}(A, b)\). By Proposition 4.28, \(V = \text{val}(V)\) is the set of tropical basic points of \(\mathcal{P}(A, b)\). The set of extreme points of \(\mathcal{P}(A, b)\) is exactly the set of its basic points by Proposition 3.14. Hence, \(\mathcal{P}(A, b) = \text{conv}(V) + \text{pos}(R)\) for some finite set \(R \subseteq \mathbb{K}^{n}\) by Theorem 3.1. Consequently, \(\mathcal{P}(A, b) = \text{tconv}(V) \oplus \text{tpos}(\text{val}(R))\). It then follows from Remark 4.13 that \(V\) contains the set of extreme points of \(\mathcal{P}(A, b)\). □

However, in contrast with the classical case, a tropical basic point may not be an extreme point. This happens in particular in Example 4.12, where \((2, 2)\) is a basic point but not an extreme point. Observe that the set of basic points actually depends on the external representation chosen for a tropical polyhedron. For example, the tropical polyhedron of Example 4.12 can also be described by:
\[
2 \geq \max(x_{1}, x_{2}), x_{1} \geq 1, x_{2} \geq 1.
\]

With this representation, \((2, 2)\) is no longer a basic point. In fact, the set of basic points is \(\{(2, 1), (1, 2), (1, 1)\}\), and it coincides with the set of extreme points.
Non-degeneracy

By analogy with the classical case, we say that a feasible basis \( I \) of a tropical polyhedron \( \mathcal{P}(A, b) \) is degenerate if the tropical basic point \( x^I \) belongs to an \( s \)-hyperplane \( \mathcal{H}(A_k, b_k) \) for some \( k \not\in I \). When there is no degenerate basis, we say that the tropical polyhedron \( \mathcal{P}(A, b) \), and the tropical linear program \( \text{LP}(A, b, c) \), is non-degenerate.

Note that even if \( (A, b) \) is generic for the minor polynomials, it may happen \( \mathcal{P}(A, b) \) is degenerate. This happens in particular in the tropical counterpart of the degenerate linear program in Example 3.20.

Example 4.31. The tropical polyhedron of \( \mathbb{T}^2 \) defined by the inequalities:

\[
    x_1 \leq x_2 \, , \quad x_1 \geq 0 \, , \quad x_2 \geq 0 \tag{4.34}
\]

has a sign-generic matrix, and \((0, 0)\) is a basic point for the three distinct bases \( x_1 = x_2, x_1 = 0, \) and \( x_1 = x_2, x_2 = 0, \) and \( x_1 = 0, x_2 = 0. \)

The following conditions are sufficient to ensure non-degeneracy.

Lemma 4.32. Suppose that \((A, b) \in \mathbb{T}_{\pm}^{m \times (n+1)}\) is sign-generic for the minor polynomials and satisfies Assumption \( \mathcal{P} \). If one of the following conditions holds, the tropical polyhedron \( \mathcal{P}(A, b) \) is non-degenerate.

(i) The polyhedron \( \mathcal{P}(A, b) \) does not contain a point with 0 entries.

(ii) The matrix \((A, b)\) is of the form \((A', b')\), where \( b' \) has no 0 entries, and \( D \) is a \( n \times n \) diagonal matrix with tropically positive entries on the diagonal.

Proof. Let \((A, b) \in \text{val}^{-1}(A, b)\) and \( I \) a feasible basis. By Corollary 4.22 it is sufficient to prove that, for any \( k \in [m] \setminus I \), the basic point \( x^I \) is not contained in the hyperplane \( \mathcal{H}(A_k, b_k) \). By contradiction, suppose that \( A_k x^I + b_k = 0 \). Then, \( \det \left( A_I b_I A_k b_k \right) = 0 \) by (3.20). Thus \( \det \left( A_I b_I A_k b_k \right) = 0 \) by genericity on that minor polynomial. By definition of the tropical determinant, we have

\[
    \left| \det \left( A_I b_I A_k b_k \right) \right| \geq \bigoplus_{j \in [n]} |A_{kj}| \cap | \det(A_{I \overline{j}} b_I) \cap |b_k| \cap | \det(A_I) |. \tag{4.35}
\]

(i) If the polyhedron does not contain point with 0 entries, the basic point \( x^I \) does not have 0 entries. By Proposition 4.29 it follows that \( | \det(A_{I \overline{j}} b_I) \cap |b_k| \cap | \det(A_I) | \neq 0 \) for all \( j \in [n] \). Moreover, \( | \det(A_I) | \neq 0 \). At least one of the \( |A_{k1}|, \ldots, |A_{kn}|, |b_k| \) is different from 0 by Assumption \( \mathcal{A} \). Consequently, we obtain the contradiction \( \det \left( A_I b_I A_k b_k \right) > 0 \) by (4.35).

(ii) Now suppose that \((A, b)\) is of the form \((A', b')\), where \( b' \) has no 0 entries, and \( D \) is a \( n \times n \) diagonal matrix with tropically positive entries on the diagonal. Since \( | \det(A_I) | \neq 0 \), Equation (4.35) imply \( b_k = 0 \). As the components of \( b' \) are not equal to 0, we have \( A_k = D_l \) for some \( l \in [n] \). Hence, \( \left| \det \left( A_I b_I A_k b_k \right) \right| = |D_{ll}| \cap | \det(A_{I \overline{l}} b_{I \overline{l}}) |. \)
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Let \( \sigma : [n] \to I \) be a maximizing permutation in \( \text{tdet}(A_I) \). As \( \text{tdet}(A_I) \neq 0 \), we have \( A_{\sigma(j)j} \neq 0 \) for all \( j \in [n] \). In particular, \( A_{\sigma(l)l} \neq 0 \). Consequently, \( \sigma(l) \) either indexes the row \( (A_k b_k) = (D_l 0) \), or a row of \( (A' b') \). Since \( \sigma(l) \in I \) and \( k \not\in I \), we deduce that \( \sigma(l) \) indexes a row of \( (A' b') \), and thus that \( b_{\sigma(l)} \neq 0 \). Finally, we obtain the contradiction:

\[
0 = |\text{tdet}(A_I, b_I)| \geq |b|_{\sigma(l)} + \sum_{j \in [n] \setminus \{l\}} |A|_{j,\sigma(j)} > 0.
\]

Tropical edges

**Proposition-Definition 4.33.** Suppose that \((A \ b) \in T^{m \times (n+1)}_\pm\) is sign-generic for the minor polynomials and satisfies Assumption B. Let \( K \) be a subset of \([m]\) of cardinality \( n - 1 \) such that \( A_K \) has a maximal square submatrix with a non-zero tropical determinant. If the set

\[
\mathcal{P}_K(A,b) = \{ x \in \mathcal{P}(A,b) \mid A^+_K \odot x \oplus b^+_K = A^-_I \odot x \oplus b^-_I \}
\]

(4.36)
is not empty, then it is called an edge of \( \mathcal{P}(A,b) \).

The edges of \( \mathcal{P}(A,b) \) are exactly image under the valuation map of the edges of \( \mathcal{P}(A,b) \) for any lift \((A \ b) \in \text{val}^{-1}(A \ b)\).

**Proof.** The arguments are the same as in the proof of Proposition-Definition 4.28.

Since a bounded edge of a Hahn polyhedron is the convex hull of two of its basic points, a bounded edge of a tropical polyhedron is the tropical convex hull of two of its basic points. We refer to Chapter 7 for a more thorough description of tropical edges.

Tropical reduced costs

We also define a tropical version of reduced costs.

**Proposition-Definition 4.34.** Suppose that \((A \ b \ c_0) \in T^{(m+1) \times (n+1)}_\pm\) satisfies Assumption B and is sign-generic for the minor polynomials. Let \( I \) be a feasible basis of \( \text{LP}(A,b,c) \). The vector of reduced costs of \( \text{LP}(A,b,c) \) at \( I \) is the vector \( y^I \in T^{\vert I \vert}_\pm \) with entries:

\[
y^I_i = (\ominus 1)^{n+\text{idx}(i,I)} \odot \text{tdet}\left(\left. A^i_I \right|_{\{i\}} \right) \odot (\text{tdet}(A_I))^{\ominus -1} \quad \text{for all } i \in I
\]

(4.37)

where \( \text{idx}(i,I) \) is the index of \( i \) in the ordered set \( I \).

For any \((A \ b \ c_0) \in \text{val}^{-1}(A \ b \ c)\), and for any feasible basis \( I \), the reduced costs vector \( y^I \) of \( \text{LP}(A,b,c) \) is the image under the signed valuation map of the reduced costs vector \( y^I \) of \( \text{LP}(A,b,c) \).

**Proof.** The reduced costs vector \( y^I \) at a basis \( I \) is the unique solution of the system

\[
A_I^T y = c. 
\]

We then apply Cramer’s formulæ to this system, and Lemma 3.8.
If, at a feasible basis $I$ all reduced costs $(y^I_i)_{i \in I}$ have a non-negative tropical sign, we say that $I$ is an optimal basis of LP$(A, b, c)$. Observe that at an optimal basis $I$, the basic point $x^I$ is an optimal solution of LP$(A, b, c)$. Indeed, $x^I$ is an optimal solution of the Hahn linear program provided by Proposition 4.7.

However, it may happen that a basic point $x^I$ is an optimal solution of LP$(A, b, c)$, while $I$ is not an optimal basis, i.e., some reduced costs have negative sign. Unlike the classical case, this can happen even on a non-degenerate tropical linear program.

**Example 4.35.** Consider following the tropical linear program (illustrated in Figure 4.8):

$$\text{minimize } \max(x_1, x_2 - 4) \text{ s.t. } 3 \geq \max(x_1, x_2), \ x_1 \geq 1, \ x_2 \geq 1.$$ 

It can be described by the matrices

$$A = \begin{pmatrix} \ominus 1 & \ominus 1 \\ 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad b = \begin{pmatrix} 3 \\ \ominus 1 \\ \ominus 1 \end{pmatrix} \quad \text{and} \quad c = \begin{pmatrix} 1 \\ -4 \end{pmatrix}$$

One easily verify that $(A \ b \ c)$ is sign-generic for the minor polynomials, and that Assumption B is satisfied.

The set of optimal solutions of this tropical linear program is the line segment between the two basic points $(1, 1)$ and $(3, 1)$. The basic point $(3, 1)$ is defined by the system

$$3 = \max(x_1, x_2), \ x_2 = 1.$$
The tropical reduced cost for the constraint \( 3 \geq \max(x_1, x_2) \) is \( \ominus 1 \), hence tropically negative.

To see this, it may be easier to look at a lift of this tropical linear program over Hahn series:

\[
\begin{align*}
\text{minimize} & \quad x_1 + t^{-4} x_2 \quad \text{s.t.} \quad t^3 \geq x_1 + x_2, \quad x_1 \geq t, \quad x_2 \geq t.
\end{align*}
\]

The Hahn basic point corresponding to the tropical basic point \((3, 1)\) is defined by:

\[
\begin{align*}
t^3 & = x_1 + x_2, \\
x_2 & = t.
\end{align*}
\]

The vector of reduced cost for the corresponding basis is the unique solution \( y \in \mathbb{K}^2 \) of

\[
\begin{pmatrix}
-1 & 0 \\
-1 & 1
\end{pmatrix}
\begin{pmatrix}
y_1 \\
y_2
\end{pmatrix}
= \begin{pmatrix}
1 \\
t^{-4}
\end{pmatrix}
\]

hence is \( \begin{pmatrix} 1 \ominus t^{-4} \end{pmatrix} \). Its image under the signed valuation map is \( \begin{pmatrix} \ominus 1 \ominus 1 \ominus 1 \end{pmatrix} \).

**The tropical simplex method solves generic tropical linear programs**

**Proposition 4.36.** Let \( \phi \) be a semi-algebraic pivoting rule. Suppose that \( \text{LP}(A, b, c) \) a non-degenerate tropical linear program satisfying Assumption \( \mathcal{B} \) and such that \( \begin{pmatrix} A & b \\ c & 0 \end{pmatrix} \) is sign-generic for the minor polynomials, and all polynomials \( \mathcal{P}_{\phi} \).

Then, for any feasible basis \( I \) of \( \text{LP}(A, b, c) \), the tropical simplex method, equipped with the tropical pivoting rule \( \phi^T \), and applied on \( A, b, c, I \), terminates and returns an optimal basis of \( \text{LP}(A, b, c) \).

**Proof.** Consider the matrix \( \begin{pmatrix} A & b \\ c & 0 \end{pmatrix} \in \text{sval}^{-1}(\begin{pmatrix} A & b \\ c & 0 \end{pmatrix}) \) given by Proposition 4.20. The conditions of Theorem 3.25 are satisfied and thus the tropical simplex method terminates.

The linear program \( \text{LP}(A, b, c) \) seek a minimum of \( x \mapsto c^\top x \) with \( c \geq 0 \), and the polyhedron \( \mathcal{P}(A, b) \) is included in the positive orthant. Hence, \( \text{LP}(A, b, c) \) is bounded and the tropical simplex method returns an optimal basis \( I^* \) of \( \text{LP}(A, b, c) \). It follows that the basic point \( x_t^* \) is optimal for \( \text{LP}(A, b, c) \). By Proposition 4.20, the tropical basic point \( x_t^* = \text{val}(x_t^*) \) is optimal for \( \text{LP}(A, b, c) \).

We conclude this section by applying the tropical simplex algorithm to the running example 4.21.

**Example 4.37.** We start from the tropical basic point \((4, 4, 2)\) associated with the basis \( I = \{ H_1, H_2, H_3 \} \). For this basis, the tropical reduced costs are \( y_{H_1} = \ominus (-1) \), \( y_{H_2} = -1 \) and \( y_{H_3} = \ominus 4 \). We choose \( \text{out} = H_3 \) and pivot along the tropical edge \( E_{H_1, H_2} \).

We arrive at the basic point \((1, 0, 0)\), associated with \( I = \{ H_1, H_2, H_3 \} \). The reduced costs are \( y_{H_1} = \ominus (-1) \), \( y_{H_2} = -1 \) and \( y_{H_3} = 0 \). The only tropically negative reduced cost is \( y_{H_1} \), thus we pivot along \( E_{H_2, H_3} \).

The new basic point is \((0, 0, 0)\), corresponding to the set \( \{ H_2, H_3, H_4 \} \). The reduced costs are tropically positive: \( y_{H_2} = -1 \), \( y_{H_3} = 0 \) and \( y_{H_4} = -2 \). Thus \((0, 0, 0)\) is optimal.
4.4 Perturbation scheme

We fix a totally ordered abelian group \( G \), and a tropical linear program \( \text{LP} = \text{LP}(A, b, c) \) on the tropical semiring \( \mathbb{T} = \mathbb{T}(G) \). We shall construct a tropical linear program \( \tilde{\text{LP}} \) which is generic and whose solution provides an optimal solution of \( \text{LP} \). The problem \( \tilde{\text{LP}} \) is defined on a “bigger” semiring \( \mathbb{I} = \mathbb{T}(F \times G \times H) \), where \( F \) and \( H \) are two groups and \( F \times G \times H \) is ordered lexicographically. We shall use \((\mathbb{Z}, +)\) for \( F \), and the additive group \( \mathbb{Z}^{N \times N} \times (n+3) \) ordered lexicographically, for \( H \). For computational purposes, we shall see below that it is sufficient to instantiate \( H \) as \( \mathbb{Z}^{(m+n+3) \times (n+3)} \) to use the tropical simplex method on tropical linear program defined by \( m \) inequalities in dimension \( n \).

Intuitively, a tuple \((f, g, h) \in F \times G \times H\) corresponds to an element of \( G \) of the form \( fM + g + h\epsilon \), where \( M \) is an infinite formal value and \( \epsilon \) and infinitesimal formal value.

We define a canonical embedding \( \psi \), which maps a tropical signed number \( x \in \mathbb{T} \) to \( \psi(x) \in \mathbb{I} \) defined by:

\[
\psi(x) := \begin{cases} 
(0, |x|, 0) & \text{if } x \text{ is tropically positive} \\
⊖(0, |x|, 0) & \text{if } x \text{ is tropically negative} \\
0 & \text{if } x = 0 
\end{cases}
\]

The map \( \psi \) is extended to matrices component-wise, and we let

\[
A := \psi(A), \ b = \psi(b), \ \text{and} \ c = \psi(c). \quad (4.38)
\]

In order to obtain a non-degenerate linear program, we wish to use Lemma 4.32 (ii). So, we replace the \( 0 \) entries of \( b \) by “infinitely small” but finite entries. We define \( d \in \mathbb{I}^m \) to be a vector such that

\[
\mathbb{I}_1 \gg d_i > 0 \text{ for all } i \in [m] . \quad (4.39)
\]

For example, we can take \( d_i = (-1, 0, 0) \) for all \( i \in [m] \). We want to solve the following linear program over \( \mathbb{I} \):

\[
\begin{align*}
\text{maximize} & \quad c \odot x \\
\text{subject to} & \quad A^+ \odot x \oplus (b^+ \oplus d) \geq A^- \odot x \oplus b^- \\
& \quad x \geq 0.
\end{align*}
\]

However, the matrix of this problem may not be sign-generic. We now use the \( H \)-entries of the elements of \( \mathbb{I} \) to satisfy the genericity conditions. Let \( E = (\epsilon^{i,j}) \) be a basis of the \( \mathbb{Z} \)-module \( H = \mathbb{Z}^{N \times N} \). For example, we can use the canonical basis where \( \epsilon^{i,j} \) is the infinite matrix with all entries equal to 0 except the \((i, j)\)-th entry which is equal to 1. We define a perturbation map \( \Phi_E \), that associates to any \( M \in \mathbb{I}^{p \times q} \), the perturbed matrix
The perturbed matrix $\tilde{M} = \Phi_E(M) \in \mathbb{R}^{p \times q}$ defined by

$$
\tilde{M}_{ij} =
\begin{cases}
(f_{ij}, g_{ij}, \varepsilon_{ij}) & \text{if } M_{ij} \text{ is tropically positive, and } |M_{ij}| = (f_{ij}, g_{ij}, \cdot) \\
\ominus(f_{ij}, g_{ij}, -\varepsilon_{ij}) & \text{if } M_{ij} \text{ is tropically negative, and } |M_{ij}| = (f_{ij}, g_{ij}, \cdot) \\
0_{\mathbb{I}} & \text{if } M_{ij} = 0_T.
\end{cases}
$$

**Lemma 4.38.** Let $M \in \mathbb{R}^{p \times q}$. The perturbed matrix $\Phi_E(M)$ is generic for any polynomial $P \in \mathbb{Q}[X_{11}, \ldots, X_{pq}]$.

**Proof.** Let $\tilde{M} = \Phi_E(M)$ and $P = \sum_{\alpha \in A} q_\alpha X^\alpha$. If trop$(P)(\tilde{M}) = 0$ then there is nothing to prove. Otherwise, let $\alpha, \beta \in A \subseteq \mathbb{N}^{p \times q}$ be two maximizers in trop$(P)(\tilde{M})$. We have $\sum_{i,j} \pm \alpha_{ij} \varepsilon_{ij} = \sum_{i,j} \pm \beta_{ij} \varepsilon_{ij}$. Since $E = (\varepsilon_{ij})$ is a basis, and $\alpha, \beta$ have non-negative entries, it follows that $\alpha = \beta$. \hfill $\Box$

We are now considering now the following tropical linear program on $\mathbb{I}$:

$$
\begin{align*}
\text{minimize} & \quad \tilde{c}^T \odot x \\
\text{subject to} & \quad \tilde{A}^+ \odot x \oplus (\tilde{b}^+ \oplus \tilde{d}) \geq \tilde{A}^- \odot x \oplus \tilde{b}^- \\
& \quad \tilde{1}_d \odot x \geq 0_{1^n}
\end{align*}
$$

(\text{LP})

with parameters given by:

$$
\begin{pmatrix}
\tilde{c}^T & 0 & 0 \\
\tilde{A} & \tilde{b} & \tilde{d} \\
\tilde{1}_d & 0_{1^n} & 0
\end{pmatrix} = \Phi_E
\begin{pmatrix}
\psi(c)^T & 0 & 0 \\
\psi(A) & \psi(b) & \mathbf{d} \\
\tilde{1}_d & 0_{1^n} & 0
\end{pmatrix}
$$

(4.41)

where $\tilde{1}_d$ is the $n \times n$ identity matrix of $\mathbb{I}$.

**Example 4.39.** Let us illustrate our perturbation scheme on a very simple example. Consider the tropical polyhedron $P(A, b)$ in $\mathbb{T}^2$ defined by:

$$
x_1 \geq x_2 \quad \text{and} \quad x_2 \geq x_1.
$$

This polyhedron consists of the diagonal $x_1 = x_2$ (see Figure 4.9, right). After embedding into $\mathbb{I}^2$, and replacing the 0 entries of the right-hand side $b$ by $(-1, 0, 0)$ as in (4.40), we obtain the polyhedron in $\mathbb{I}^2$ depicted in Figure 4.9 (middle), which is defined by:

$$
x_1 \oplus (-1, 0, 0) \geq x_2 \\
x_2 \oplus (-1, 0, 0) \geq x_1.
$$

Finally, applying the perturbation map as in (4.41) provides the polyhedron illustrated in the left of Figure 4.9, which can be described by:

$$
(0, 0, \varepsilon^{1,1}) \odot x_1 \oplus (-1, 0, \varepsilon^{1,3}) \geq (0, 0, -\varepsilon^{1,2}) \odot x_2 \\
(0, 0, \varepsilon^{2,2}) \odot x_2 \oplus (-1, 0, \varepsilon^{2,3}) \geq (0, 0, -\varepsilon^{2,1}) \odot x_1.
$$
Figure 4.9: Illustration of the two perturbation steps on the polyhedron described in Example 4.39. Left: the original tropical polyhedron $\mathcal{P}(A, b)$, embedded into $I^2$, which is the diagonal $x_1 = x_2$. Middle: the polyhedron obtained when the $0$ entries of $b$ have been replaced by the “infinitely small” scalar $(-1, 0, 0)$. Right: the polyhedron obtained after applying the perturbation map $\Phi_E$.

Lemma 4.40. Suppose that the elements of $E$ are positive. Then, given any feasible point $x \in T^n$ of LP, its canonical embedding $\bar{x} = \psi(x)$ is feasible for $\tilde{\text{LP}}$.

Proof. Clearly, $\tilde{\text{Id}} \circ \bar{x} \geq 0_{T^n}$. For the other inequalities, it suffices to show that $\tilde{A}_i^+ \circ \bar{x} \oplus \tilde{b}_i^+ \geq \tilde{A}_i^- \circ \bar{x} \oplus \tilde{b}_i^-$ for $i \in [m]$. If $A_i^- \circ \bar{x} \oplus \tilde{b}_i^- = 0_T$, then we also have $\tilde{A}_i^- \circ \bar{x} \oplus \tilde{b}_i^- = 0_I$. Since $\tilde{A}_i^+ \circ \bar{x} \oplus \tilde{b}_i^+ \geq 0_I$, the inequality is satisfied. Otherwise $A_i^+ \circ \bar{x} \oplus \tilde{b}_i^+ \geq A_i^- \circ \bar{x} \oplus \tilde{b}_i^- > 0_T$. In this case, we have

$$\tilde{A}_i^+ \circ \bar{x} \oplus \tilde{b}_i^+ = (0, A_i^+ \circ \bar{x} \oplus \tilde{b}_i^+, \varepsilon^+)$$

$$\tilde{A}_i^- \circ \bar{x} \oplus \tilde{b}_i^- = (0, A_i^- \circ \bar{x} \oplus \tilde{b}_i^-, -\varepsilon^-)$$

where $\varepsilon^+$ and $\varepsilon^-$ are sum of elements in $E$. Since the elements of $E$ are positive, it follows that $\varepsilon^+ \geq 0 \geq -\varepsilon^-$.

Let $I^\leq$ denote the subset of $I$ consisting of the elements $(f, g, h) \in F \times G \times H$ with $f \leq 0$, together with $0_I$. We project the elements of $I^\leq$ to $T$ with the map $\rho$, defined by $\rho(0, g, \cdot) = g$, and $\rho(f, \cdot, \cdot) = 0_T$ for $f < 0$, along with $\rho(0_I) = 0_T$. The map $\rho$ is extended to vectors entry-wise.

Lemma 4.41. Let $x \in I^n$ be a point with entries in $I^\leq$. If $x$ is feasible for $\tilde{\text{LP}}$, then $\rho(x)$ is feasible for LP. Besides, if $x$ is optimal for $\tilde{\text{LP}}$, then $\rho(x)$ is optimal for LP.

Proof. Observe that $I^\leq$ is a subsemiring of $I$, and that the coefficients defining $\tilde{\text{LP}}$ belong to $I^\leq$. The lemma then follows from the fact that $\rho$ is a homomorphism of semirings from $I^\leq$ to $T$ that preserves the order.
Remark 4.42. The feasible points of \( \tilde{LP} \) with some entries in \( \mathbb{I} \setminus \mathbb{I}^\leq \) correspond to rays of the recession cone of \( \mathcal{P}(A,b) \). Indeed, consider such a point \( x \). Let \( \lambda = -\max_j (x_j) \) and let \( r = \lambda \odot x \) be the point obtained by rescaling \( x \) by \( \lambda \). Then, \( r \) has entries in \( \mathbb{I}^\leq \), and satisfies:
\[
\tilde{A}^+ \odot r + (\lambda \odot \tilde{b}^+) \geq \tilde{A}^- \odot r + (\lambda \odot \tilde{b}^-).
\]

Note that \( \lambda \) is of the form \((-f, \cdot, \cdot)\) for some positive \( f \), whereas \( \tilde{b}^+ \) and \( \tilde{b}^- \) have entries of the form \((0, \cdot, \cdot)\) or \(0_1\). Hence, the image of both \( \lambda \odot \tilde{b}^+ \) and \( \lambda \odot \tilde{b}^- \) under the projection map \( \rho \) is the vector with \(0_T\) entries. It follows that \( \rho(r) \) belongs to the polyhedral cone \( \mathcal{P}(A,0) \), which is the recession cone of \( \mathcal{P}(A,b) \).

Lemma 4.43. Let \( I \) be a feasible basis of \( \tilde{LP} \). Then the basic point \( x^I \) have entries in \( \mathbb{I}^\leq \).

Proof. Let \( (\tilde{A}', \tilde{d}') \) be the matrix defining the feasible set of \( \tilde{LP} \), i.e., \( \tilde{A}' = \left( \begin{array}{c} \tilde{A} \\ \tilde{d} \end{array} \right) \) and \( \tilde{d}' = (\tilde{b}' 0_m) \), with \( \tilde{b}' \in \mathbb{I}^m \) being the vector such that \( \tilde{b}'^+ = \tilde{b}^+ + \tilde{d} \) and \( \tilde{b}'^- = \tilde{b}^- \). By Proposition 4.29, the components of \( x^I \in \mathbb{I}^n \) are given by:
\[
x^I_j = |\det(\tilde{A}'_I \tilde{b}'_I)| - |\det(\tilde{A}'_j)|,
\]

The entries of \(|\det(\tilde{A}' \tilde{b}')|\) belongs to \( \mathbb{I}^\leq \), hence \(|\det(\tilde{A}'_I \tilde{b}'_I)|\) is also in \( \mathbb{I}^\leq \). Moreover, the entries of \(|\tilde{A}'|\) are either of the form \((0, \cdot, \cdot)\) or equal to \(0_1\). Since \( \det(\tilde{A}'_I) \neq 0_1 \), we deduce that \(|\det(\tilde{A}'_I)|\) is an element of the form \((0, \cdot, \cdot)\). Hence \( x^I \) have entries in \( \mathbb{I}^\leq \). □

Proposition 4.44. Suppose that \( \tilde{LP} \) is feasible and let \( I \) be a feasible basis of \( \tilde{LP} \). Then, the tropical simplex method, equipped with any tropical pivoting rule, and applied on the input \((\tilde{A} \tilde{b}), \epsilon, \tilde{c} \) and \( I \), terminates and returns an optimal basis \( I^* \) of \( LP \). Let \( x^I^* \) be the corresponding basic point. Then, \( \rho(x^I^*) \) is an optimal solution of \( LP \).

Proof. By Lemma 4.38, the matrix \( \left( \begin{array}{cc} \tilde{A} & \tilde{b} \\ \varnothing & \varnothing \end{array} \right) \) is generic, and thus sign-generic, for the tropicalization of any polynomial. Moreover, \( \tilde{b} \) has no \( \varnothing \) entries. Hence, \( LP \) is non-degenerate by Lemma 4.32. Hence, the tropical simplex method terminates and returns an optimal basis of \( LP \) by Proposition 4.36. By Lemmas 4.41 and 4.43, \( \rho(x^I^*) \) is an optimal solution of \( LP \). □

4.4.1 Perturbation into a bounded polyhedron

It is sometimes convenient to obtain a tropical linear program whose feasible set is a bounded polyhedron and that contains no points with \( \varnothing \) entries. In particular, this assumption is needed to apply the implementation of tropical simplex method developed in Chapter 7. Hence, we shall add to the tropical linear program \( (4.40) \) an “infinitely small” lower bound \( x_j \geq l_j \) for each variable \( j \in [n] \). We require that:
\[
d_j \gg l_i > 0_1 \text{ for all } i \in [m] \text{ and } j \in [n].
\]
We also add an "infinitely big" upper bound constraint \( \mathbf{e}^T \odot x \leq u \), where \( \mathbf{e} \in \mathbb{H}^n \) is the vector with all entries equal to \( 1 \), and \( u \gg 1 \). For example, we may use the parameters:

\[
\begin{align*}
    d_1 = \cdots = d_m &= (-1, 0, 0) \\
    l_1 = \cdots = l_n &= (-2, 0, 0) \\
    u &= (1, 0, 0) .
\end{align*}
\]

As before, we apply the perturbation map

\[
\begin{pmatrix}
    \widetilde{c}^T \\
    \widetilde{A} \\
    \widetilde{\mathbf{d}} \\
    \widetilde{\mathbf{u}} \\
\end{pmatrix} = \Phi_E
\begin{pmatrix}
    \mathbf{c}^T \\
    \psi(\mathbf{A}) \\
    \psi(\mathbf{b}) \\
    \mathbf{u} \\
\end{pmatrix} ,
\]

and we denote by \( \overline{\text{LP}} \) the following linear program:

**Lemma 4.45.** Suppose that \( d_i \gg l_j \) for all \( i, j \in [m] \times [n] \), that \( u \gg 1 \), and that the elements of \( E \) are positive. Then, given any feasible point \( x \in \mathbb{T}^n \) of \( \text{LP} \), the point \( \bar{x} \in \mathbb{H}^n \), defined by \( x_j = (0, x_j, 0) \) if \( x_j \neq T \) and \( x_j = l_j \) otherwise, is feasible for \( \overline{\text{LP}} \).

**Proof.** Clearly, \( \bar{x} \) satisfies \( \bar{u} \geq \bar{e}^T \odot \bar{x} \) and \( \bar{\mathbf{d}} \odot \bar{x} \geq \bar{l} \). Now consider an \( i \in [m] \). If \( A_i^+ \odot x + b_i^+ = 0 \), then \( \bar{A}_i^+ \odot \bar{x} + \bar{b}_i^+ \) is of the form \( \bigoplus_j \bar{A}_{ij}^+ \odot \bar{l}_j \). Due to our conditions on \( l, d \), it follows that \( \bar{d}_i \geq \bar{A}_i^- \odot \bar{x} + \bar{b}_i^- \). Otherwise, \( A^+ \odot x + b^+ \geq A^- \odot x + b^- > 0 \), and the proof of Lemma 4.40 readily applies.

**Lemma 4.46.** Let \( I \) be an optimal basis of \( \overline{\text{LP}} \), and \( i_u \) the index of the inequality \( \bar{u} \geq \bar{e}^T \odot \bar{x} \). If \( i_u \notin I \), the basic point \( x^l \) has entries in \( \mathbb{H}^m \), and \( \rho(x^l) \) is an optimal solution of \( \text{LP} \). Otherwise, if \( i_u \in I \), pivoting along the edge defined by \( I \setminus \{i_u\} \) provides another basis \( I' \) with \( i_u \notin I' \). Its basic point \( x^{l'} \) is also an optimal solution of \( \overline{\text{LP}} \).

**Proof.** The matrix defining the feasible set of \( \overline{\text{LP}} \) is of the form

\[
\begin{pmatrix}
    \tilde{A}' \\
    \odot \tilde{e}^T \\
    \tilde{d} \\
    \tilde{\mathbf{u}} \\
\end{pmatrix}
\]

where \( \tilde{A}' \) and \( \tilde{d} \) have entries in \( \mathbb{H}^m \). Suppose that \( i_u \notin I \), then the Cramer’s formula provides \( x^l \) involves minors of \( \tilde{A}' \tilde{d} \) (as in Lemma 4.41), and thus \( x^l \) has entries in \( \mathbb{H}^m \).

Otherwise, let \( I = K \cup \{i_u\} \). Let us lift \( \overline{\text{LP}} \) to the linear program over Hahn series \( \mathbb{R}[[F^{\times G} \times H]] \) provided by Proposition 4.20.
maximize \( \tilde{c}^\top x \)
subject to \( \tilde{A}' x + \tilde{d}' \geq 0 \)
\( \tilde{u} \geq \tilde{e}^\top x \) \hspace{1cm} (4.44)

Let \( x^I \in K^n \) be the basic point of (4.44) for the basis \( I \), and \( x'' \) the basic point obtained by pivoting along the edge \( \mathcal{E}_{I \setminus \{i_u\}} \). We claim that the reduced cost of the edge \( \mathcal{E}_{I \setminus \{i_u\}} \) is non-positive. This implies that \( \tilde{c}^\top x'' \leq \tilde{c}^\top x^I \). Moreover, \( I \) being an optimal basis, \( x^I \) is an optimal solution of (4.44). Consequently, \( \tilde{c}^\top x'' = \tilde{c}^\top x^I \) and thus \( \tilde{c}^\top \circ x'' = \tilde{c}^\top \circ x^I \) by applying the valuation map.

We now prove our claim. Let us denote by \( z \) the reduced cost of the edge \( \mathcal{E}_{I \setminus \{i_u\}} \), and \( y_k \) the reduced cost of \( \mathcal{E}_{I \setminus \{k\}} \) for \( k \in I \setminus \{i_u\} \). Note that the Cramer’s formulae defining \( y \) and \( z \) involves only minors of \( \begin{pmatrix} \tilde{A}' & \tilde{e}^\top & \tilde{c}^\top \end{pmatrix} \). It follows that the tropical reduced costs \( y = \text{val}(y) \) and \( z = \text{val}(z) \) have entries in \( \mathbb{I} \).

Since \( I \) is an optimal basis, \( x^I \) is an optimal solution of (4.44), and \((y, z)\) and \((y', z')\) optimal solution of the dual linear program. Consequently,
\[
\tilde{c}^\top x^I = -(\tilde{d}')^\top y - \tilde{u} z \tag{4.45}
\]

by Theorem 3.7. Since \( \tilde{d}', y \) and \( z \) have entries in \( \mathbb{I} \), while \( \tilde{u} \gg 1 \), it follows that the leading term of the Hahn series (4.45) is given by the leading term of \(-\tilde{u} z\). Since \( \tilde{c}^\top x'' \) is non-negative, we deduce that \(-\tilde{u} z\) is non-negative and thus that \( z \) is non-positive. \( \square \)

### 4.4.2 Phase I

It remains to detect the feasibility of \( \text{LP} \). As usual, we use a Phase I method. We add a new variable \( \lambda \) to \( \text{LP} \) to measure the “infeasibility” of a point. The objective is now to minimize \( \lambda \). To keep our linear program bounded, we also add upper and lower bound constraints on \( \lambda \). Let \( \delta \in \mathbb{I}^m \) be the unit vector of size \( m \), and \( l_{n+1} \in \mathbb{I} \) a scalar such that \( 0 < l_{n+1} \ll l_j \ll d_i \) for all \((i, j) \in [m] \times [n] \). If we choose \( d, l_1, \ldots, l_n \) and \( u \) as in (4.42), then we can take
\[
l_{n+1} = (-3, 0, 0) \tag{4.46}
\]

Our Phase I linear program is:

maximize \( \tilde{m} \circ \lambda \)
subject to \( \tilde{A}^+ \circ x \oplus \tilde{d} \circ \lambda \oplus (\tilde{b}^+ \oplus \tilde{d}) \geq \tilde{A}^- \circ x \oplus \tilde{b}^- \)
\( \tilde{I} d \circ x \geq \tilde{l} \)
\( \tilde{I} \circ \lambda \geq \tilde{l}_{n+1} \)
\( \tilde{u} \geq \tilde{c}^\top \circ x \oplus \tilde{c}_{n+1} \circ \lambda \) \hspace{1cm} (\text{Phase I})
where:
\[
\begin{pmatrix}
0 & 0 & 0 & \tilde{m} \\
\tilde{A} & \tilde{b} & \tilde{d} & \tilde{\delta} \\
\text{Id} & \otimes \tilde{l} & 0 & 0 \\
0 & \otimes \tilde{t}_{n+1} & 0 & \text{Id} \\
\end{pmatrix}
= \Phi_E
\begin{pmatrix}
0 & 0 & 0 & 1 \\
A & b & d & \delta \\
\text{Id} & \otimes l & 0 & 0 \\
0 & \otimes l_{n+1} & 0 & 1 \\
\end{pmatrix},
\tag{4.47}
\]

Observe that (4.43) and (4.47) define the same matrices \(\tilde{A}, \tilde{b}, \tilde{d}, \text{Id}, \text{Id} \) and \(\tilde{l}\).

We have a feasible basis for Phase I.

**Lemma 4.47.** The set \(I\) indexing the inequalities \(\text{Id} \odot x \geq \tilde{l}\) and \(\tilde{u} \geq \tilde{e}^T \odot x \oplus \tilde{e}_{n+1} \odot \lambda\) is a feasible basis of Phase I.

**Proof.** Clearly \(\text{det}(\text{Id} \odot \varepsilon_{n+1}) \neq 0\). Thus it is sufficient to show that the unique solution \((x, \lambda)\) of the system \(\text{Id} \odot x = \tilde{l}\) and \(\tilde{u} = \tilde{e}^T \odot x \oplus \tilde{e}_{n+1} \odot \lambda\) is feasible for Phase I. Due to our assumption \(u \gg 1 \gg l\), it follows that \(\lambda \gg 1 \gg x\) for all \(j \in [n]\). Consequently, \(\text{Id} \odot \lambda \geq \text{Id} \odot l_{n+1}\) and
\[
\tilde{A}^+ \odot x \oplus \tilde{b}^+ \odot \lambda \geq \tilde{d} \odot \lambda \gg \tilde{A}^+ \odot x \oplus \tilde{b}^+ \odot \lambda .
\]

**Lemma 4.48.** Let \(I\) be an optimal basis of Phase I and \(i\) the index of the inequality \(\text{Id} \odot x \geq \tilde{l}\) such that \(\tilde{l} \odot \lambda \geq \text{Id} \odot l_{n+1}\). Either \(i \in I\) and \(I \setminus \{i\}\) is a feasible basis for \(\tilde{LP}\), or \(i \notin I\) and \(\tilde{LP}\) is infeasible.

**Proof.** Let \((x^l, \lambda^l)\) be the basic point of an optimal basis \(I\). First, consider the case \(x^l \in I\). Since Phase I is non-degenerate by Lemma 4.32, we have the strict inequality \(\text{Id} \odot \lambda^l \geq \text{Id} \odot l_{n+1}\). Hence, the optimal value of Phase I is \(\tilde{m} \odot \lambda^l\), and satisfy:
\[
\tilde{m} \odot \lambda^l \geq \tilde{m} \odot \tilde{l}_n \odot \text{Id}^{\odot -1} .
\tag{4.48}
\]

By contradiction, suppose that \(\tilde{LP}\) admits a feasible point \(x\). Let \(\lambda = \tilde{l}_{n+1} \odot (\text{Id})^{\odot -1}\). We have:
\[
\tilde{A}^+ \odot x \oplus \tilde{b}^+ \odot \lambda \geq \tilde{A}^+ \odot x \oplus (\tilde{b}^+ \odot \tilde{d}) \geq \tilde{A}^+ \odot y \oplus (\tilde{b}^+ \odot \tilde{d}) .
\]

Furthermore, \(\tilde{c}_{n+1} \odot \lambda \leq \tilde{u}\) as \(l_{n+1} \ll 1 \ll u\). Consequently, the point \((x, \lambda)\) is feasible for Phase I. At this point, the value of the objective function of Phase I is \(\tilde{m} \odot \tilde{l}_{n+1} \odot (\text{Id})^{\odot -1}\). Using (4.48), this contradicts the optimality of \((x^l, \lambda^l)\), and thus \(\tilde{LP}\) is infeasible.

Second, assume that \(i \notin I\). Then \(\lambda^l = \tilde{l}_{n+1} \odot (\text{Id})^{\odot -1}\). Since \(l_{n+1} \ll d \ll 1\) for all \(i \in [m]\), it follows that \(\tilde{d} \odot \lambda^l \ll \tilde{d}\). We obtain:
\[
\tilde{A}^+ \odot x^l \oplus (\tilde{b}^+ \odot \tilde{d}) = \tilde{A}^+ \odot x \oplus \tilde{d} \odot \lambda^l \odot (\tilde{b}^+ \odot \tilde{d}) .
\]

As \((x^l, \lambda^l)\) is feasible for Phase I, it follows that:
\[
\tilde{A}^+ \odot x^l \oplus (\tilde{b}^+ \odot \tilde{d}) \geq \tilde{A}^+ \odot y \oplus \tilde{b}^+ \odot \tilde{d}^+ \odot \tilde{d} \odot \lambda^l \odot (\tilde{b}^+ \odot \tilde{d}) .
\tag{4.49}
\]
4.4 Perturbation scheme

and the inequality \((4.49)\) holds with equality for \(i \in I \cap [m]\). Clearly,
\[
\tilde{u} \geq \tilde{e}^T \odot x^I \oplus \tilde{e}_{n+1} \odot \lambda^I \geq \tilde{e}^T \odot x^I.
\]
Moreover, if \(I\) indexes the latter inequality, then we must have \(\tilde{u} = \tilde{e}^T \odot x^I\) as \(\tilde{e}_{n+1} \odot \lambda^I \ll \tilde{u}\). Obviously, the inequalities \(\tilde{I} \odot x^I \geq \tilde{I}\) are satisfied, and holds with equality when indexed by \(I\).

We have shown that \(x^I\) is feasible for \(\overline{LP}\) and that it activates the inequalities indexed by \(I \setminus \{i_l\}\). It remains to show that the corresponding submatrix has a non zero tropical determinant. Denote \(\tilde{A}' = \begin{pmatrix} \tilde{A} & \tilde{1} \\ \tilde{0} & \tilde{0}_n \end{pmatrix}\) and \(\tilde{\delta}' = \begin{pmatrix} \tilde{\delta} \\ \delta_n \end{pmatrix}\). Since \(I\) is a basis of Phase I, we have \(\text{tdet}(\tilde{A}'_{I \setminus \{i_l\}} \tilde{\delta}') \neq 0\). Consequently, \(\text{tdet}(\tilde{A}'_{I \setminus \{i_l\}}) \neq 0\). It follows that, \(I \setminus \{i_l\}\) is a feasible basis for \(\overline{LP}\).

**Theorem 4.49** (Tropical simplex method for arbitrary tropical linear programs). An arbitrary tropical linear program \(LP(A, b, c)\) is solved by the following algorithm:

- Apply the tropical simplex method to the tropical linear program Phase I, starting with the feasible basis of Lemma 4.47. Let \(I\) be the optimal basis of Phase I returned by the algorithm.

- If \(i_l \notin I\), then \(LP(A, b, c)\) is infeasible by Lemma 4.48.

- Otherwise, apply the tropical simplex method to \(\overline{LP}\) with \(I \setminus \{i_l\}\) as an initial basis.

- Let \(I^*\) be the optimal basis of \(\overline{LP}\) obtained, possibly after the last pivoting step of Lemma 4.46.

- Compute the basic point \(x^{I^*}\) of \(\overline{LP}\) using Proposition 4.29.

- The projection \(\rho(x^{I^*})\) is an optimal solution of \(LP(A, b, c)\).

**Remark 4.50.** Since the matrix in \((4.47)\) is of size \((m + n + 3) \times (n + 3)\), we use only \((m + n + 3)(n + 3)\) elements of \(E\) to obtained the perturbed matrix. Hence, we can use \(H = \mathbb{Z}^{(m+n+3)\times(n+3)}\) as a perturbation group, and the canonical basis of \(H\) for elements of \(E\). Using the parameters proposed in \((4.46)\) and \((4.42)\), the non \(0\) entries of the matrices \((4.47)\) and \((4.43)\) are of the form \((f_i, g_i, h_i)\), where \(|f_i| \leq 3\), the element \(g_i\) is either 0 or an entry of \((c + 0)\), and \(h_i \in H\) is an element of the basis \(E\) of \(H\). Hence the input size of \(f_i\) is \(O(1)\) and the input size of \(h_i\) is \(O(mn)\). Consequently, the input size of Phase I and \(\overline{LP}\) are polynomial in the input size of \(LP(A, b, c)\).
Chapter 5

Relations between the complexity of classical and tropical linear programming via the simplex method

In this chapter, we present three results related to the complexity of the simplex method. First, in Section 5.1, we prove that the existence of a pivoting rule which performs a strongly polynomial number of iterations on linear programs over $\mathbb{R}$ would provide a polynomial algorithm for tropical linear programming, and thus mean payoff games. Second, in Section 5.2, we show that if a pivoting rule, used on a tropical linear program, performs a number of iterations which is polynomial in the input size of the tropical entries, the number of iterations is in fact strongly polynomial (i.e., polynomial in the dimensions of the problem). Last, in Section 5.3, we exhibit a class of classical linear programs on which the simplex method, with any pivoting rule, performs a number of iterations which is polynomial in the input size of the problem. Consequently, the corresponding polyhedra have a diameter which is polynomial in the input size.

These three results are based on the following idea. We have seen in Section 3.3 that the simplex method can be implemented using only the signs of polynomials evaluated on the problem to be solved. This also provides the following observation.

**Proposition 5.1.** Consider a semi-algebraic pivoting rule $\phi$ defined by the polynomials $(P_i^\phi)_i$. The sequence of bases produced by the simplex method applied to a linear program $\text{LP}(A, b, c)$ depends only on the signs of the minors of $(A b)$ and the signs of $P_i^\phi (A b)$.

We call this collection of signs the *sign pattern* of $\text{LP}(A, b, c)$, and we denote it by $s^\phi(A, b, c)$. Any linear program with a sign pattern $s$ is called a *realization* of $s$.

If the simplex method performs $L$ iterations on an instance $\text{LP}(A, b, c)$, then the number of iterations is also equal to $L$ on any realization of the sign pattern $s^\phi(A, b, c)$, including realizations on other ordered fields. Our first result, in Section 5.1, comes from
the fact that the sign pattern of linear program over Hahn series is realizable over the real numbers, by completeness of the theory of real-closed fields.

For a generic tropical linear program, we can also define a sign-pattern, which governs the behavior of the simplex method. In Section 5.2, we show that the tropical realization space of a sign pattern is a semi-linear set. Using simultaneous diophantine approximation, it follows that the sign-pattern of a tropical linear program always have a “short” realization, i.e., with an input size which is polynomial in the dimensions. Consequently, an algorithm which is polynomial in the bit model is in fact strongly polynomial.

Finally, in 5.3, we construct linear programs over \( \mathbb{Q} \) which realize the sign-pattern of a tropical instance, and whose input sizes are greater than the values of tropical input. Hence, if the simplex method is pseudo-polynomial for the tropical instance, it is polynomial with respect to the input size of the classical instances.

The transfer of complexity from classical to tropical linear programming (Theorem 5.3 below) appeared in [ABGJ13a] in a less general form (restricted to combinatorial pivoting rules). The other contents of this chapter are original.

5.1 From classical to tropical linear programming

Let \( N_K(n, m, \phi) \) be the maximal length of a run of the simplex method, equipped with a semi-algebraic pivoting rule \( \phi \), for a non-degenerate classical linear programs of size \((n, m)\), with coefficients in a real closed field \( K \).

Similarly, let \( N_T(n, m, \phi^T) \) the maximal length of a run of the tropical simplex algorithm, equipped with the tropical rule \( \phi^T \), for a tropical linear program satisfying the conditions of Proposition 4.36, with coefficients in a tropical semiring \( T = T(G) \).

**Proposition 5.2.** Let \( G \) be a totally ordered abelian group. Then,

\[
N_{T(G)}(n, m, \phi^T) \leq N_R(n, m, \phi) .
\]

**Proof.** Let \( \text{LP}(A, b, c) \) be a non-degenerate tropical linear program, with coefficients in the semiring \( T(G) \), satisfying the conditions of Proposition 4.36, and \( I \) a feasible basis of this problem. By Theorem 5.25, the number of iterations of the tropical simplex method applied to \( A, b, c, I \) is exactly the number of iterations of the classical simplex method over Hahn series applied to \( A, b, c, I \) for any \((A b) \in \text{sval}^{-1}(A b)\).

By Proposition 5.1, the number of iterations of the classical simplex algorithm depends only on \( I \) and the sign pattern \( s^\phi(A, b, c) \). We claim that the sign pattern \( s^\phi(A, b, c) \) is realizable over the real numbers, i.e., we affirm that there exist \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \) and \( c \in \mathbb{R}^n \) such that \( s^\phi(A, b, c) = s^\phi(A, b, c) \). Indeed, let \( P_1, \ldots, P_r \) be the polynomials defining the sign-pattern. Observe that the realizability of a sign pattern \( s \in \{-1, 0, +1\}^r \) by a \((n, m)\) linear program over an ordered field \( K \) can be
expressed as the following sentence in the language $L_{or}$:

$$\exists \left( \begin{array}{ccc} A & b & c \\ 0 & 0 & 0 \end{array} \right) \in K^{(m+1)\times(n+1)} \text{ s.t.} \left( \bigwedge_{i \in [r]} P_i \left( \begin{array}{ccc} A & b & c \\ 0 & 0 & 0 \end{array} \right) > 0 \right) \wedge \left( \bigwedge_{i \in [r]} P_i \left( \begin{array}{ccc} A & b & c \\ 0 & 0 & 0 \end{array} \right) = 0 \right) \wedge \left( \bigwedge_{i \in [r]} P_i \left( \begin{array}{ccc} A & b & c \\ 0 & 0 & 0 \end{array} \right) < 0 \right).$$ (5.1)

Up to embedding, we can always assume that the abelian group $G$ is divisible (Theorem 2.9). In this case, the field of Hahn series $\mathbb{R}[\left[t^G\right]]$ is real closed (Theorem 2.6). The sentence (5.1) holds on $\mathbb{R}[\left[t^G\right]]$. Since the theory of real-closed fields is complete (Theorem 2.2), and $\mathbb{R}$ is a real-closed field, we conclude that (5.1) also holds on $\mathbb{R}$.

It remains to show that the realization $\left( \begin{array}{ccc} A & b & c \\ 0 & 0 & 0 \end{array} \right)$ of the sign pattern over $\mathbb{R}$ provides a non-degenerate linear program. Since the tropical linear program $LP(\mathbf{A}, b, c)$ is non-degenerate, so is the Hahn linear program $LP(\mathbf{A}, b, c)$ by Corollary 4.22. By Lemma 3.17, the non-degeneracy property is entirely determined by the signs of the minors of $\left( \begin{array}{ccc} A & b & c \\ 0 & 0 & 0 \end{array} \right)$. Since the signs of the minors are part of the sign pattern $s^\phi(\mathbf{A}, b, c)$, and since $\left( \begin{array}{ccc} A & b & c \\ 0 & 0 & 0 \end{array} \right)$ realizes this sign pattern, we conclude that $LP(\mathbf{A}, b, c)$ is non-degenerate.

**Theorem 5.3.** Let $\phi$ be a tropically tractable pivoting rule. Suppose that the simplex method, equipped with $\phi$, performs a number of iterations which is polynomial in $m$ and $n$ on all non-degenerate linear programs over $\mathbb{R}$ defined $m$ inequalities in dimension $n$. Then any tropical linear program can be solved in polynomial time.

**Proof.** Let $\mathcal{T} = T(G)$. Consider a tropical linear program $LP(\mathbf{A}, b, c)$ with $\left( \begin{array}{ccc} A & b & c \\ 0 & 0 & 0 \end{array} \right) \in \mathcal{T}^{(m+1)\times(n+1)}$. We construct the problems Phase I and $LP$ as in Section 4.4. Applying the tropical simplex method successively to these two problems solves $LP(\mathbf{A}, b, c)$ by Theorem 4.49. The problem Phase I is described by $m + n + 2$ inequalities in dimension $n + 1$, and $LP$ by $m + n + 1$ inequalities in dimension $n$. Hence, the two calls to the tropical simplex method performs a total of $N_T(n+1, m+n+3, \phi^T) + N_T(n, m+n+2, \phi^T)$ iterations. By Proposition 5.2, this number of iterations is smaller than $N_R(n+1, m+n+2, \phi^T) + N_R(n, m+n+1, \phi^T)$, and the latter is a polynomial in $n$ and $m$ by hypothesis.

The input sizes of Phase I and $LP$ are polynomial in the input size of $\mathbf{A}, b, c$ (see Remark 4.50). Then, by Theorem 3.25, each iteration of the tropical simplex method on these problems takes a time polynomial in the input size of $\mathbf{A}, b, c$ when $\phi$ is tropically tractable.

**5.2 A weakly polynomial tropical pivoting rule in fact performs a strongly polynomial number of iterations**

Given a semi-algebraic pivoting rule $\phi$, we can also define the sign pattern $s^\phi(\mathbf{A}, b, c)$ for a tropical linear program $LP(\mathbf{A}, b, c)$ if the matrix $\left( \begin{array}{ccc} A & b & c \\ 0 & 0 & 0 \end{array} \right)$ is sign-generic for the minor polynomials and the polynomials defining $\phi$. Indeed, for any of these polynomials, $\text{trop}(P) \left( \begin{array}{ccc} A & b & c \\ 0 & 0 & 0 \end{array} \right)$ is well-defined (see Section 3.2), and thus has a tropical sign. Since the execution of the tropical simplex method depends only on this sign pattern, we can
also look at other tropical realizations of the sign pattern to obtain bounds on the complexity of the (tropical) simplex method. With this approach, we shall prove the following theorem.

**Theorem 5.4.** Let φ be a semi-algebraic pivoting rule. Suppose that:

- for any tropical linear program LP(A, b, c) with coefficients in the semiring T(Q) satisfying the conditions of Proposition 4.36, the tropical simplex method, equipped with $\phi^T$, performs a number of iterations which is polynomial in the input size of A, b, c;

- for every polynomial $\sum_{\alpha \in \Lambda} q_\alpha X^\alpha \in Q[X_1, \ldots, X_l]$ involved in the definition of φ, the Newton polytope $\text{conv}(A)$ is contained in a $L_\infty$-ball of radius $R$, where the input size of $R$ is a polynomial in $l$.

Then, the tropical simplex method, equipped with $\phi^T$, in fact performs a strongly polynomial number of iterations on all tropical linear programs, i.e., $N_{T(G)}(n, m, \phi^T)$ is a polynomial in m and n only for any ordered abelian group $G$.

Let us first describe the set of tropical realizations of a sign pattern. Let LP(A, b, c) be a tropical linear program satisfying the conditions of Proposition 4.36 with entries in an arbitrary tropical semiring $T = T(G)$, and let $s$ be its sign pattern. Observe that the set of polynomials defining the sign pattern includes all minor polynomials. In particular, this includes the $1 \times 1$ minors. As a consequence, for any tropical realization $\left( \begin{array}{cc} A & b \\ c & 0 \end{array} \right)$ of the sign pattern $s$, the tropical signs of the entries of $\left( \begin{array}{cc} A & b \\ c & 0 \end{array} \right)$ are identical. To alleviate the notation, let us consider $\left( \begin{array}{cc} A & b \\ c & 0 \end{array} \right)$ as a vector $\delta \in T_l^\pm$. By the discussion above, the sign pattern fixes the sign of the entries $\delta$. Consequently, we can identify a realization $\delta$ of the sign pattern with a vector consisting of the modulus of the non-zero entries of $\delta$, i.e., with a vector $w \in G_k$, where $k$ is the number of non-zero entries of $\delta$, and the components of $w$ are exactly the $|\delta_i|$ for the $i \in [l]$ such that $\delta_i \neq 0$. Hence, we identify the set of tropical realizations of a sign pattern with a subset of $G^k$.

**Lemma 5.5.** The set of tropical realizations of a sign pattern $s$ is the union of a finite number of classical convex cones of $G^k$. Each of this cone is of the form

$$\{ w \in G^k \mid Mw \geq 0, M'w > 0 \}$$

for some matrices $M, M'$ with integer entries. Moreover, each entry of $M, M'$ has an absolute value bounded by $2R$, where $R$ is the radius of a $L_\infty$-ball containing the Newton polytopes of all polynomials defining the sign pattern.

**Proof.** Let $\delta \in T_l^\pm$ be a realization of the sign pattern $s$, and $P = \sum_{\alpha \in \Lambda} q_\alpha X^\alpha \in Q[X_1, \ldots, X_l]$ a polynomial involved in the definition of the sign pattern.

First suppose that trop($P$)(\delta) = 0. Then, for every $\alpha \in A$, there exists a $i \in [l]$ with $\delta_i = 0$ and $\alpha_i > 0$. Consequently, for every $\delta' \in T_l^\pm$ such that $\delta'_i = 0$ when $\delta_i = 0$, we have trop($P$)(\delta') = 0. In other words, if we restrict the sign pattern to the signs of the entries of $\delta$ and the sign of trop($P$)(\delta), the realization space is $G^k$. 


5.2 A weakly polynomial tropical pivoting rule in fact performs a strongly polynomial number of iterations

Second, suppose that trop\((P)(\delta)\neq 0\). Up to replacing \(P\) by \(-P\) we can assume that trop\((P)(\delta)\) is tropically positive. Let us define \(\Lambda^+, \Lambda^-\) as follows:

\[
\Lambda^+ := \{ \alpha \in \Lambda \mid \text{sign}(q_{\alpha}) \prod_{i \in [l]} \text{sign}(\delta_i)^{\alpha_i} = +1 \}
\]

\[
\Lambda^- := \{ \alpha \in \Lambda \mid \text{sign}(q_{\alpha}) \prod_{i \in [l]} \text{sign}(\delta_i)^{\alpha_i} = -1 \}.
\]

Since trop\((P)(\delta)\) is tropically positive, the maximum in trop\((P)(\delta)\) must be attained only on exponents \(\alpha \in \Lambda^+\). Consequently, the modulus of the non-zero entries of \(\delta\), must satisfy the following inequality:

\[
\max_{\alpha \in \Lambda^+} \sum_{i \mid \delta_i \neq 0} |\alpha_i| |\delta_i| > \max_{\alpha \in \Lambda^-} \sum_{i \mid \delta_i \neq 0} |\alpha_i| |\delta_i| . \tag{5.3}
\]

Conversely, if \(\delta' \in T_\pm\) satisfies (5.3) and have the same 0 entries as \(\delta\), then \(\delta'\) is sign-generic for \(P\) and trop\((P)(\delta')\) is tropically positive.

It follows that the realization space of a sign pattern is described by a finite number of inequalities of the form (5.3). Selecting a maximizing term in the left-hand side of each of these inequalities provides a cone of the form (5.2).

As the set of tropical realizations of a sign pattern is described by linear inequalities, we shall see that we can always find a realization on \(T(\mathbb{Q})\) with a “short” input size, i.e., an input size which is polynomial in \(m\) and \(n\). The key tool is simultaneous diophantine approximation. More precisely, we shall use the following result of Frank and Tardos.

**Theorem 5.6** ([FT87, Theorem 3.3]). For any rational vector \(w \in \mathbb{Q}^l\) and any integer \(R\), there exists an integral vector \(\bar{w} \in \mathbb{N}^l\) such that \(\|\bar{w}\|_\infty \leq 2^{4^3} R^{(l+2)}\) and \(\text{sign}(\alpha^T \bar{w}) = \text{sign}(\alpha^T w)\) for any integral vector \(\alpha \in \mathbb{N}^l\) with \(\|\alpha\|_1 \leq R - 1\).

We now have all the ingredients to prove our theorem.

**Proof of Theorem 5.4.** Let \(s\) be the sign pattern of a tropical linear program satisfying the conditions of Proposition 4.36 with entries in an arbitrary tropical semiring \(T = T(G)\). By Lemma 5.5, the realization space of \(s\) can be described as a disjunction of conjonctions of linear inequalities with integer coefficients. Consequently, there exists a first-order formulæ \(\phi_s(A, b, c)\) in the language of ordered groups \(\{<, +, 0\}\) that holds true if and only if \((A \ b \ c)\) is a realization of \(s\). By hypothesis, the sign pattern \(s\) is realizable on an ordered abelian group \(G\). Since we can always embed \(G\) in a divisible group (Theorem 2.9), it follows that the first-order sentence \(\exists A, b, c \phi_s(A, b, c)\) holds true in a ordered abelian divisible group. Since \(\mathbb{Q}\) is an ordered abelian divisible group, the sign pattern \(s\) is realizable on \(T(\mathbb{Q})\) by Theorem 2.1.

Since the sign pattern \(s\) is realizable on \(T(\mathbb{Q})\), Theorem 5.6 and Lemma 5.5 tell us that it is realizable by a matrix \((A \ b \ c)\) with entries that have an input size bounded by \(O(l^3 + l^2 \log(R))\). By hypothesis, \(\log(R)\) is a polynomial in \(l\). For a \((n, m)\) linear program,
we consider polynomials on \( t = (m+1)(n+1) \) variables. Hence, the sign-pattern can be realized on \( T(Q) \) by a matrix \((A \ b)\) with an input size that is polynomial in \( m \) and \( n \). By hypothesis, the tropical simplex method applied to \( \text{LP}(A, b, c) \) performs a number of iterations that is polynomial in the input size of \((A \ b)\). Consequently, when applied to the latter instance, the tropical simplex method performs a number of iterations that is polynomial in \( m \) and \( n \). Since the number of iterations of the tropical simplex method depends only of the sign pattern \( s \), the number of iterations is still a polynomial in \( m \) and \( n \) on any realization of the sign pattern \( s \). In particular, this holds for a realization on any tropical semiring \( T(G) \).

5.3 From tropical to classical linear programming

We now exhibit a class of real linear programs on which the number of iterations of the simplex method is polynomial in the input size, regardless of the pivoting rule. Consequently, the corresponding polyhedra have a diameter which is polynomial in the input size. The idea is to consider the tropical linear programs on which the tropical simplex method is pseudo-polynomial. These instances are \textit{quantized} into real linear programs. The quantized linear programs are combinatorially equivalent to the tropical one, and the values of the tropical input is a lower bound on the input size of the quantized programs.

5.3.1 Edge-improving tropical linear programs

We say that a tropical linear program \( \text{LP}(A, b, c) \) is \textit{edge-improving} if it satisfies the conditions of Proposition 4.36, and for any pair of adjacent basic points \( x^I, x^I' \), the objective values \( c^\top \circ x^I \) and \( c^\top \circ x^I' \) are distinct.

**Lemma 5.7.** Let \( \text{LP}(A, b, c) \) be an edge-improving tropical linear program on \( n \) variables with entries in \( T(Z) \). Suppose that the non \( 0 \) entries of \( |(A \ b)| \) belongs to the interval \([−v, v]\) \( \subseteq Z \). Then, the tropical simplex method, equipped with any pivoting rule, performs at most \( O(nv) \) iterations on \( \text{LP}(A, b, c) \).

\[\text{Proof.}\] Let \( x^I \) be a basic point. By Proposition 4.29 the components of \( x^I \) are of the form

\[x^I_j = |\text{tdet}(A_j b_I)| - |\text{tdet}(A_I)|.\]

The matrices \((A_j b_I)\) and \(A_I\) are of size \( n \times n \). Since the non \( 0 \) entries of \( |(A \ b)| \) are integers in the interval \([−v, v]\), the non \( 0 \) components of \( x^I \) satisfies \(-2nv \leq x^I_j \leq 2nv\). Consequently, \(-(2n+1)v \leq c^\top \circ x^I \leq (2n+1)v\).

Suppose that the simplex method starts at the basis \( I^1 \). Let \( I^N \) be the last basis visited such that \( c^\top \circ x^{I_N} > 0 \). Since the tropical linear program is edge-improving, \( I^N \) is either the last basis visited, or the basis preceding the last. The difference between \( c^\top \circ x^I \) and \( c^\top \circ x^{I_N} \) is bounded by \((4n+2)v\). Moreover, \( c^\top \circ x^I \) is an integer for any basis \( I \). Since the linear program is edge-improving, \( c^\top \circ x^I \) and \( c^\top \circ x^{I_N} \) differ by at least 1 for any two adjacent bases. \(\blacksquare\)
Figure 5.1: Illustration of the edge-improving tropical linear program (5.4). The set of optimal solutions is the segment between (1, 1) and (1, 2). In particular, the tropical basic point (1,1) is the unique optimal basic point. The basic point/edge graph of this tropical linear program, oriented by the signs of the reduced costs, coincides with the oriented graph of non edge-improving linear program of Example 4.35.

Remark 5.8. Note that genericity for the minor polynomials is not sufficient to ensure an improvement along an edge. In particular, the tropical linear program in Example 4.35 is generic but not edge-improving. Moreover, even under small perturbations of its input, this tropical linear program does not become edge-improving. Hence, the set of edge-improving tropical linear programs is not of measure 0.

However, consider the following tropical linear program, depicted in Figure 5.1.

\[
\begin{align*}
\text{minimize} & \quad \max(x_1, x_2 - 4) \\
\text{s.t.} & \quad 3 \geq \max(x_1, x_2), \quad x_1 \geq \max(1, x_2 - 1), \quad x_2 \geq 1.
\end{align*}
\] (5.4)

This problem is edge-improving. Observe that the graph formed by its basic points and edges, and oriented by the signs of the reduced costs, is the same as in Example 4.35.

5.3.2 Quantized linear programs

In the rest of this section, LP(A, b, c) is a tropical program which satisfies the conditions of Proposition 4.36 and such that the non 0 entries of \( \left( \begin{array}{cc} A & b \\ c & 0 \end{array} \right) \) are non-negative integers smaller than \( v \). We consider the sign pattern \( \text{signMinors}(A, b, c) \) that consists of the signs of the minors of \( \left( \begin{array}{cc} A & b \\ c & 0 \end{array} \right) \). We now construct a set of classical linear programs, with entries in \( \mathbb{R} \), that realize the sign pattern \( \text{signMinors}(A, b, c) \). The idea is to lift \( \left( \begin{array}{cc} A & b \\ c & 0 \end{array} \right) \) to a matrix \( \left( \begin{array}{cc} A(t) & b(t) \\ c(t) & 0 \end{array} \right) \) whose coefficients are real-valued functions in the variable \( t \) (e.g., polynomial functions or rational functions). This provides a family \( \text{LP}(A(t), b(t), c(t)) \) of real linear programs. We say that a real linear program \( \text{LP}(A(t), b(t), c(t)) \) obtained in this way is a quantization of LP(A, b, c) if:
• LP\((A(t), b(t), c(t))\) realizes the sign pattern \(\text{signMinors}(A, b, c)\) of the tropical linear program (i.e., the real and the tropical polyhedra are combinatorially equivalent);
• the input size of \(\begin{pmatrix} A(t) & b(t) \\ c(t) & 0 \end{pmatrix}\) is greater than \(v\).

**Theorem 5.9.** On a quantization of an edge-improving tropical linear program, the classical simplex method, equipped with any pivoting rule, performs a number of iterations which is polynomial in the input size of the problem.

**Proof.** Let LP\((A, b, c)\) be an edge-improving tropical linear program. Let \(I^1, \ldots, I^N\) be the sequence of bases produced by the simplex method on a quantization of LP\((A, b, c)\), for a certain pivoting rule (recall that we assume that a pivoting rule always return a leaving index with a negative reduced cost). Since a quantization is combinatorially equivalent to LP\((A, b, c)\), the sequence \(I^1, \ldots, I^N\) is a sequence of adjacent bases of LP\((A, b, c)\) with edges of negative reduced cost between them. By Lemma 5.7, it follows that \(N = O(nv)\). Since the input size of the entries of a quantized problem is greater than \(v\), this proves the result.

We now construct quantizations of a tropical linear program LP\((A, b, c)\).

**Proposition 5.10.** Let LP\((A, b, c)\) be an edge-improving tropical linear program. Suppose that the non 0 entries of \(|(A b c 0)|\) are non-negative integers, and let \(v\) be the largest entry of \(|(A b c 0)|\). Consider any lift \((A b c 0) \in \text{sval}^{-1}(A b c 0)\) such that the entries of \((A b c 0)\) are polynomial real-valued functions of the form:

\[
t \mapsto \pm \left( \sum_{k=0}^v q_k t^k \right),
\]

where the \(q_k\) are non-negative integers. For any rational number \(t \geq 2\), the rational linear program LP\((A(t), b(t), c(t))\) have an input size which is greater than \(v\).

**Proof.** By assumption, there exists an entry of \(|(A b c 0)|\) which is equal to \(v\). The corresponding entry of \((A b c 0)\) is the form \(\pm (\sum_{k=0}^v q_k t^k)\) with \(q_v \neq 0\). For any rational \(t \geq 2\), the input size of the corresponding entry of the rational matrix \(\begin{pmatrix} A(t) & b(t) \\ c(t) & 0 \end{pmatrix}\) is greater than

\[
\log_2 \left( \sum_{k=0}^v q_k t^k \right) = v \log_2(t) + \log_2(q_v) + \log_2 \left( 1 + \sum_{k=0}^{v-1} \frac{q_k}{q_v} t^{k-v} \right).
\]

Since the coefficients \(q_k\) are non-negative integers, and \(t \geq 2\), the expression in (5.6) is greater than \(v\). Since the input size of \(\begin{pmatrix} A(t) & b(t) \\ c(t) & 0 \end{pmatrix}\) is greater than the sum of the input sizes of its entries, the result follows.

**Remark 5.11.** The coefficients \(q_k\) in (5.5) are restricted to be non-negative integers only to easily relate the input size of the quantized problem with \(v\). One can clearly obtain
quantizations when the $q_k$ are rational numbers. However in that case, one may need values of $t$ that are larger than 2. Instead of lifting the tropical entries to polynomial functions, one could also consider more general real-valued functions, such as rational functions.

With a lift as in Proposition 5.10, if $t$ is chosen large enough, we will always realize the sign-pattern of the tropical linear program.

**Proposition 5.12.** Let $LP(A, b, c)$ be a tropical linear program on $n$ variables with $m \geq n$ constraints with entries in $\mathbb{T}(\mathbb{Z})$. Let $(\begin{smallmatrix} A & b \\ c & 0 \end{smallmatrix})$ be any lift of $(\begin{smallmatrix} A & b \\ c & 0 \end{smallmatrix})$ whose entries are polynomial functions of the form (5.5), and let $U$ be an upper bound on the coefficients $q_k$ of these polynomial functions. If $t \geq 1 + (n + 1)! (v + 1)^{n+1} U^{n+1}$, then the classical linear program $LP(A(t), b(t), c(t))$ is a quantization of $LP(A, b, c)$.

**Proof.** Let $M \in K^{l \times l}$ be a square submatrix of $(\begin{smallmatrix} A & b \\ c & 0 \end{smallmatrix})$. Since the entries of $M$ are of the from (5.5), with coefficient $q_i \leq U$, the determinant of $M$ is of the form

$$\det M = \sum_{k=0}^{lv} r_k t^k$$

where the coefficients $r_k$ are integers with an absolute value smaller that $l! (v + 1)^l U^l$. Observe that $\det M$ is a polynomial in $t$. So, if $t$ is larger than the largest root of $\det M$, then the real number $\det M(t)$ have the same sign as the leading coefficient $r_{lv}$, which is the sign of the Hahn series $\det M$. The Cauchy bound tells us that the roots of $\det M$ belongs to a disk of radius $1 + \max_{k \in [t-1]} |r_k| / |r_{lv}|$, see Theorem 8.1.3 and Corollary 8.1.8 in [RS02]. Since $m \geq n$, the biggest square submatrices of $(\begin{smallmatrix} A & b \\ c & 0 \end{smallmatrix})$ are of size $(n + 1) \times (n + 1)$. 

**Remark 5.13.** The bound of Proposition 5.12 is general. For special cases, one can expect to obtain a quantization for smaller values of $t$. 

Chapter 5. Relations between the complexity of classical and tropical linear programming via the simplex method
Chapter 6

Tropical shadow-vertex rule for mean payoff games

In this chapter, we prove that the shadow-vertex pivoting rule is tropically tractable. Following the average-case analysis of Adler, Karp and Shamir in [AKS87], we obtain an algorithm that determines the feasibility of tropical polyhedra, and thus solves mean payoff games, in polynomial time on average. The complexity bound holds when the distribution of the games satisfies a *flip invariance* property. The latter requires that the distribution of the games is left invariant by every transformation consisting, for an arbitrary node of the game, in flipping the orientation of all the arcs incident to this node (see Figure 6.1). Equivalently, the probability distribution on the set of payment matrices $A, B$ is invariant by every transformation consisting in swapping the $i$th row of $A$ with the $i$th row of $B$, or the $j$th column of $A$ with the $j$th column of $B$.

The content of this chapter appeared in [ABG14].

6.1 The shadow-vertex pivoting rule

Given $u, v \in \mathbb{K}^n$, consider the following parametric family of linear programs for increasing values of $\lambda \geq 0$:

\[
\begin{align*}
\text{minimize} & \quad (u - \lambda v)^\top x \\
\text{subject to} & \quad Ax + b \geq 0
\end{align*}
\]

The vectors $u$ and $v$ are respectively called *objective* and *co-objective* vectors. For $\lambda = 0$, the problem $\mathbf{LP}_0$ seeks a minimizer of $x \mapsto u^\top x$ over $P := \mathcal{P}(A, b)$, while for $\lambda$ large enough, it corresponds to the maximization of $x \mapsto v^\top x$.

Let us assume that $\mathbf{LP}_0$ admits an optimal basic point $x^{I_1}$ for $\lambda^0 = 0$. Observe that $x^{I_1}$ is also an optimal solution of $\mathbf{LP}_0$ when $\lambda$ lies in a certain closed interval $[\lambda^0, \lambda^1]$. For $\lambda = \lambda^1$, the problem $\mathbf{LP}_1$ admits another optimal basic point $x^{I_2}$ which is adjacent to $x^{I_1}$. When $\lambda$ is continuously increased from 0, we can construct in this way a sequence $x^{I_1}, \ldots, x^{I_N}$ of adjacent basic points, and a subdivision $0 = \lambda^0 \leq \lambda^1 \leq \lambda^1 \leq \cdots \leq \lambda^N$ of $\mathbb{K}_+$, such that each $x^{I_k}$ is an optimal solution of $\mathbf{LP}_k$ for all $\lambda \in [\lambda^{k-1}, \lambda^k]$. The
last basic point $x^{I_N}$ will be a maximizer of $x \mapsto v^\top x$ over $\mathcal{P}$, unless this problem is unbounded.

The shadow-vertex rule $\rho$ is a pivoting rule that provides such a sequence. More precisely, $\rho(A, u, v)$ will denote the function which, given a basis $I^k$ that is optimal for $(\text{LP}_\lambda)$ for all $\lambda \in [\lambda^k, \lambda^{k+1}]$, returns a leaving variable that leads to a basis $I^{k+1}$ such that $I^k$ and $I^{k+1}$ are both optimal for $(\text{LP}_\lambda)$ at $\lambda = \lambda^{k+1}$.

The shadow-vertex rule was proposed by Gass and Saaty [GS55]. Its name comes from the fact that the sequence of basic points $x^{I_1}, \ldots, x^{I_N}$ actually corresponds to a sequence of adjacents basic points in the projection (shadow) of the polyhedron $\mathcal{P}$ in the plane spanned by $(u, v)$. We refer to [Bor87] for more details.

The shadow-vertex rule can also be defined algebraically. Given a basis $I$, we denote by $y^I \in \mathbb{K}^I$ (resp. $z^I \in \mathbb{K}^I$) the reduced costs for the objective vector $u$ (resp. the co-objective vector $v$). Recall that $y^I$ and $z^I$ are defined as the unique solutions $y$ and $z$ of the systems $A^\top_I y = u$ and $A^\top_I z = v$ respectively.

**Proposition 6.1.** Let $I$ be an optimal basis of $(\text{LP}_\lambda)$ for some $\lambda \geq 0$. At basis $I$, the shadow-vertex rule selects the leaving variable $i_{\text{out}} \in I$ such that:

$$
y^I_{i_{\text{out}}} / z^I_{i_{\text{out}}} = \min \{ y^I_i / z^I_i \mid i \in I \text{ and } z^I_i > 0 \}.
$$

If there is no such $i_{\text{out}} \in I$, then $x^I$ maximizes $x \mapsto v^\top x$ over $\mathcal{P}$.

**Proof.** Observe that the reduced costs for the objective vector $u - \lambda v$ are given by $y^I - \lambda z^I$. Consequently, $x^I$ is an optimal solution of $(\text{LP}_\lambda)$ for all $\lambda \geq 0$ such that $y^I - \lambda z^I \geq 0$. In particular, this holds for $\lambda^* = y^I_{i_{\text{out}}} / z^I_{i_{\text{out}}}$, where $i_{\text{out}}$ is defined in (6.1). Moreover, the reduced cost $y^I_{i_{\text{out}}} - \lambda^* z^I_{i_{\text{out}}}$ equals zero. Hence, any point on the edge $E_{I \setminus \{i_{\text{out}}\}}$ is an optimal solution of $(\text{LP}_\lambda)$ for $\lambda = \lambda^*$. \qed
The shadow-vertex pivoting rule as a semi-algebraic rule

We claim that the shadow-vertex rule is a semi-algebraic pivoting rule which is tropically tractable. More precisely, we shall see that the leaving variable returned by $\rho(A, u, v)(I)$ only depends on the current basis $I$ and on the signs of finitely many minors of the matrix $(A^\top u v)$. The key point is to show that two ratios $y_i^I/z_i^I$ and $y_k^I/z_k^I$ can be compared using the signs of the minors of $(A^\top u v)$.

**Lemma 6.2.** Let $I$ be a basis and $i, k \in I$ with $i > k$. Then, we have:

$$y_i^I/z_i^I - y_k^I/z_k^I = \frac{\det(A_{I \setminus \{i,k\}})}{\det(A_{I \setminus \{i\}})} \frac{\det(A_{I \setminus \{k\}})}{\det(A_{I \setminus \{k\}})} (6.2)$$

**Proof.** By the Cramer’s formulae, for any $i \in I$ we have:

$$y_i^I = (-1)^{n + \text{idx}(i, I)} \frac{\det(A_{I \setminus \{i\}})}{\det(A_I)} ,$$
$$z_i^I = (-1)^{n + \text{idx}(i, I)} \frac{\det(A_{I \setminus \{i\}})}{\det(A_I)} , \quad (6.3)$$

where $\text{idx}(i, I)$ represents the index of $i$ in the ordered set $I$.

Given $K \subseteq [m + 2]$ a subset of cardinality $n$, let us denote by $P_K$ the polynomial providing the $K \times [n]$ minor of the matrix $X = (X_{ij})$ of $(m + 2) \times n$ formal variables, i.e., we have $P_K(M) = \det(M_K)$ for any $M \in \mathbb{K}^{(m+2)\times n}$.

Given a basis $I \subseteq [m]$, let us further define, for $i \in I$, the polynomials $Q_i$ and $R_i$ by:

$$Q_i := P_{I \setminus \{i\} \cup \{m+1\}} \quad \text{and} \quad R_i := P_{I \setminus \{i\} \cup \{m+2\}}. \quad (6.4)$$

Then, for any $i \in I$, the reduced costs $y_i^I$ and $z_i^I$ are respectively given by:

$$y_i^I = (-1)^{n + \text{idx}(i, I)} \frac{Q_i(M)}{P_I(M)} ,$$
$$z_i^I = (-1)^{n + \text{idx}(i, I)} \frac{R_i(M)}{P_I(M)} , \quad (6.5)$$

where $M = \begin{pmatrix} A \\ u^\top \end{pmatrix}$. Consequently, the ratio $y_i^I/z_i^I$ is equal to $Q_i(M)/R_i(M)$. For any two distinct indices $i, k \in I$, we obtain:

$$y_i^I/z_i^I - y_k^I/z_k^I = \frac{(Q_i R_k - Q_k R_i)(M)}{(R_i R_k)(M)} (6.6)$$

It remains to prove that the polynomial $Q_i R_k - Q_k R_i$ is equal to $P_{I \setminus \{i,k\} \cup \{m+1,m+2\}} P_I$. By Plücker relations (see for instance [GKZ94, Chapter 3, Theorem 1.3]), we know that
for any two sequences $1 \leq j_1 < \cdots < j_{n-1} \leq m+2$ and $1 \leq l_1 < \cdots < l_{n+1} \leq m+2$, we have:

\[
\sum_{a=1}^{n+1} (-1)^a P_{\{j_1, \ldots, j_{n-1}, l_a\}} P_{\{l_1, \ldots, l_{n+1}\}} = 0 ,
\]

(6.7)

where $\hat{l}_a$ means that the index $l_a$ is omitted. Let us apply these relations with

\[
\{j_1, \ldots, j_{n-1}\} = I \setminus \{i\} \quad \text{and} \quad \{l_1, \ldots, l_{n+1}\} = I \setminus \{k\} \cup \{m+1, m+2\} .
\]

If $l_a \in I \setminus \{k\}$, then $P_{\{j_1, \ldots, j_{n-1}, l_a\}} = 0$. Hence, the only terms that are non null in (6.7) are obtained for $l_a \in \{i, m+1, m+2\}$. For $l_a = i$, the term reads

\[
(-1)^{\text{idx}(i, I)} P_{\{j_1, \ldots, j_{n-1}, i\}} P_{\{i, k\} \cup \{m+1, m+2\}} .
\]

(6.8)

By exchange of rows on the determinant $P_{\{j_1, \ldots, j_{n-1}, i\}}$, we have:

\[
P_{\{j_1, \ldots, j_{n-1}, i\}} = (-1)^{n+\text{idx}(i, I)} P_i.
\]

(6.9)

Furthermore, we assumed that $i > k$, thus $\text{idx}(i, I) = \text{idx}(i, I \setminus \{k\}) + 1$. It follows that (6.8) is the polynomial $(-1)^{n+1} P_i P_{\{i, k\} \cup \{m+1, m+2\}}$.

The indices of $m+1$ and $m+2$ in the ordered set $\{l_1, \ldots, l_{n+1}\}$ are respectively $n$ and $n+1$. Thus the terms of (6.7) for $l_a = m+1$ and $l_a = m+2$ are respectively:

\[
(-1)^n P_{\{i\} \cup \{m+1\}} P_{\{k\} \cup \{m+2\}} \quad \text{and} \quad (-1)^{n+1} P_{\{i\} \cup \{m+2\}} P_{\{k\} \cup \{m+1\}} .
\]

Finally, we obtain the equality:

\[
(-1)^n P_i P_{\{i, k\} \cup \{m+1, m+2\}} + (-1)^n Q_k R_i = 0 .
\]

This concludes the proof.

\[\square\]

The main result of this section is the following:

**Theorem 6.3.** The shadow vertex rule $\rho(A, u, v)$ is a semi-algebraic pivoting rule that uses only the signs of the maximal minors of $(A^\top u, v)$. The tropical shadow vertex rule $\rho^T(A, u, v)$ returns the leaving variable in $O(n^3)$ operations and in space polynomial in the input size of $A, u, v$.

**Proof.** By Proposition 6.1, the shadow-vertex rule can be implemented using only the signs of $z^l$, and the signs of $y_i^l / z_i^l - y_k^l / z_k^l$ for all $i, k \in I$.

The reduced costs vector $z^l$ is given by the Cramer’s formula for the system $A^I_i y = v$. Hence, the signs of $z^l$ can be determined by computing the determinant of $A^I_i$ and of $\left( A_{i, (\cdot)}^I \right)_{v_i^\top}$ for $i \in I$. Hence, $2n+1$ determinants of size $n \times n$.

This allows to determine the set $A = \{i \in I \mid z_i^l > 0\}$. Then, the leaving variable $i_{\text{out}}$ that minimizes the ratio $y_i^l / z_i^l$ for $i \in A$ can be found by performing $O(n)$ comparisons $y_i^l / z_i^l < y_k^l / z_k^l$. By Lemma 6.2, each of these comparisons can be done by computing four $n \times n$ determinants.

To summarize, we need to compute $O(n)$ determinants of size $n \times n$. By Lemma 3.11, a determinant is tropically tractable. Moreover, a $n \times n$ tropical determinant can be computed tropically in $O(n^3)$ operations. This concludes the proof.

\[\square\]
In the next section, we will use the shadow-vertex rule with the objective vector $\mathbf{u} = (\mathbf{e}, \mathbf{e}^2, \ldots, \mathbf{e}^n)$ for $\mathbf{e} > 0$ small enough. In that case, there is no need to choose or manipulate $\mathbf{e}$ explicitly. We present a proof which is comparable to the “lexicographic” treatment described in [AKS87, Section 6.1]. When such an objective vector $\mathbf{u}$ is used, we will denote the pivoting rule $\rho(A, \mathbf{u}, \mathbf{v})$ by $\rho_u(A, \mathbf{v})$.

**Corollary 6.4.** The pivoting rule $\rho_u(A, \mathbf{v})$ is a semi-algebraic pivoting rule that uses only the signs of the minors of $(A^T \mathbf{u} \mathbf{v})$. The tropical pivoting rule $\rho^T_u(A, \mathbf{v})$ returns the leaving variable in $O(n^3)$ operations and in space polynomial in the input size of $A, \mathbf{v}$.

**Proof.** Let $M$ be a $n \times n$ submatrix of $(A^T \mathbf{u} \mathbf{v}) \in \mathbb{K}^{n \times (m+2)}$ that contains the column $\mathbf{u}$. By Theorem 6.3, we only need to show that the sign of $\det(M)$ can be computed from the signs of the minors of $(A^T \mathbf{v})$. Up to exchange of columns, we can assume that $M = (\mathbf{u} M')$, where $M'$ is a submatrix of $(A^T \mathbf{v})$. Expanding the determinant of $M$ along its first column, we obtain:

$$\det(M) = \sum_{i=1}^{n} \mathbf{e}_i (-1)^{1+i} \det(M'_{[n] \setminus \{i\}}).$$

If $\det(M'_{[n] \setminus \{i\}}) = 0$ for all $i \in [n]$, then clearly the determinant of $M$ vanishes. Otherwise, let $i^*$ be the smallest $i \in [n]$ such that $\det(M'_{[n] \setminus \{i\}}) \neq 0$. Then, if we choose $\mathbf{e} > 0$ small enough, the sign of $\det(M)$ will be given by the sign of $(-1)^{1+i^*} \det(M'_{[n] \setminus \{i^*\}})$. Consequently, the sign of $\det(M)$ can be obtained by computing the signs of the $n$ determinants $\det(M'_{[n] \setminus \{i\}})$, that are all of size $(n-1) \times (n-1)$.

We have seen in the proof of Theorem 6.3 that we only need to compute the signs of $O(n)$ minors of $(A^T \mathbf{u} \mathbf{v})$, including $n$ minors that involves the column $\mathbf{u}$. By the discussion above, the sign of each minor involving $\mathbf{u}$ can be computed from $n$ minors of $(A^T \mathbf{v})$ of size $(n-1) \times (n-1)$. Since a tropical determinant can be computed in $O(n^3)$ operations, we obtain $O(n^5)$ operations for the tropicalization of $\rho_u$. \hfill $\square$

### 6.2 The Parametric Constraint-by-Constraint algorithm

The average-case analysis of [AKS87] applies to the Parametric Constraint-by-Constraint algorithm (denoted PCBC). We restrict the presentation to polyhedral feasibility problems, following our motivation to their tropical counterparts and mean payoff games. This algorithm applies to polyhedra $\mathcal{P}(A, b)$ that satisfy the following assumption.

**Assumption C.** The matrix $(A \ b) \in \mathbb{K}^{(m+n) \times (n+1)}$ is of the form $(\text{Id} \ 0 \ A^T \ b')$, where $\text{Id}$ is the $n \times n$ identity matrix.

Equivalently, we consider polyhedra of the form:

$$\mathcal{P}(A, b) = \{ \mathbf{x} \in \mathbb{K}^n \mid \mathbf{x} \geq 0, A' \mathbf{x} + b' \geq 0 \}.$$

We denote by $\mathcal{P}^{(k)} := \mathcal{P}(A_{[k]}, b_{[k]})$ the polyhedron defined by the first $k$ inequalities of the system $A \mathbf{x} + b \geq 0$. Under Assumption C, the polyhedron $\mathcal{P}^{(n)}$ is the positive orthant.
Algorithm 3: The parametric constraint by constraint algorithm \(PCBC(A, b)\)

**Data:** \(A \in \mathbb{K}^{(m+n) \times n}\) and \(b \in \mathbb{K}^m\) satisfying Assumption C

**Input:** None

**Output:** Either Feasible or Infeasible

1. \(k \leftarrow n\)
2. \(I \leftarrow [n]\)
3. while \(k < m\) do
   4. if \(I\) is a feasible basis for \(P(A_{k+1}, b_{k+1})\) then
      5. \(k \leftarrow k + 1\)
   6. else
      7. if \(\text{SignRedCosts}(A_{k}, A_{k+1})(I)\) are all non-negative then
         8. return Infeasible
      9. \(i_{\text{out}} \leftarrow \rho_{k}(A_{k}, u, A_{k+1})(I)\)
   10. if \(I \setminus \{i_{\text{out}}\} \cup \{k + 1\}\) is a feasible basis for \(P(A_{k+1}, b_{k+1})\) then
       11. \(I \leftarrow I \setminus \{i_{\text{out}}\} \cup \{k + 1\}\)
       12. \(k \leftarrow k + 1\)
   13. else
      14. \(i_{\text{ent}} \leftarrow \text{Pivot}(A_{k}, b_{k})(I, i_{\text{out}})\)
      15. \(I \leftarrow I \setminus \{i_{\text{out}}\} \cup \{i_{\text{ent}}\}\)
  16. return Feasible

\(\mathbb{K}^n_+\). The \(PCBC\) algorithm consists of \(m\) stages, that we index by \(k \in \{n, \ldots, m+n-1\}\).

At stage \(k\), the algorithm determines whether the polyhedron \(P^{(k+1)}\) is empty. At each stage, the simplex algorithm equipped with the pivoting rule \(\rho_{k}\) is used, i.e., throughout the whole execution of \(PCBC\), the shadow-vertex rule is used with the objective vector \(u = (\epsilon, \ldots, \epsilon^n)\), for \(\epsilon > 0\) small enough. On the other hand, the co-objective vector \(v\) will change at each stage. The vector \((0, \ldots, 0)^\top\) is a basic point of \(P^{(n)} = \mathbb{K}^n_+\) minimizing \(x \mapsto u^\top x\). This provides an initial basis which is compatible with the shadow-vertex rule at the first stage \(k = n\).

At stage \(k\), the co-objective vector is set to \(A_{k+1}^\top\). The simplex algorithm thus follows a path in \(P^{(k)}\) consisting of basic points and the edges between them. We stop it as soon as it discovers a point \(x' \in P^{(k)}\) such that \(A_{k+1}x' + b_{k+1} \geq 0\) on the path. This point is obviously a basic point of \(P^{(k+1)}\). It follows from the definition of the shadow-vertex rule that \(x'\) minimizes the objective function \(x \mapsto u^\top x\) over \(P^{(k+1)}\) (see [AKS86, Section 4]). Then, \(x'\) can be used as a starting point for the execution of the simplex algorithm during the \((k+1)\)-th iteration. If no such point \(x'\) is discovered, then the maximum of \(x \mapsto A_k x + b_k\) over \(P^{(k)}\) is negative, which shows that the system \(Ax + b \geq 0\) is infeasible.

We now explain how to tropicalize the \(PCBC\) algorithm. As for the simplex method,
Algorithm 4: The tropical parametric constraint by constraint algorithm

\textit{TropPCBC}(A, b)

\textbf{Data:} \(A \in \mathbb{T}_{\pm}^{m \times n}\) and \(b \in \mathbb{T}_{\pm}^{m}\) such that \((A \ b) = \begin{pmatrix} \text{Id} & 0 \\ A' & b' \end{pmatrix}\) where \(\text{Id}\) is the \(n \times n\) identity matrix.

\textbf{Output:} Either Feasible or Infeasible.

1. \(k \leftarrow n\)
2. \(I \leftarrow [n]\)
3. \(\text{while } k < m \text{ do}\)
   4. \(\text{if } I \text{ is a feasible basis for } \mathcal{P}(A_{[k+1]}, B_{[k+1]}) \text{ then}\)
   5. \(\quad k \leftarrow k + 1\)
   6. \(\text{else}\)
   7. \(\quad \text{if } \text{SignRedCosts}^T(A_{[k]}, A_{k+1})(I) \text{ are all non-negative then}\)
   8. \(\quad \quad \text{return Infeasible}\)
   9. \(\quad i_{\text{out}} \leftarrow \rho^T(A_{[k]}, u, A_{k+1})(I)\)
   10. \(\quad \text{if } I \setminus \{i_{\text{out}}\} \cup \{k + 1\} \text{ is a feasible basis for } \mathcal{P}(A_{[k+1]}, b_{[k+1]}) \text{ then}\)
   11. \(\quad \quad I \leftarrow I \setminus \{i_{\text{out}}\} \cup \{k + 1\}\)
   12. \(\quad k \leftarrow k + 1\)
   13. \(\text{else}\)
   14. \(\quad i_{\text{ent}} \leftarrow \text{Pivot}^T(A_{[k]}, b_{[k]})(I, i_{\text{out}})\)
   15. \(\quad I \leftarrow I \setminus \{i_{\text{out}}\} \cup \{i_{\text{ent}}\}\)
4. \(\text{return Feasible}\)

it is sufficient to show that \(PCBC(A, b)\) can be implemented using only the signs of polynomials evaluated on \((A \ b)\). Such an implementation is presented in Algorithm 3.

Proposition 6.5. For any \(A \in \mathbb{K}^{(m+n) \times n}, \ b \in \mathbb{K}^m\), satisfying Assumption \(C\), Algorithm 3 is an implementation of the Parametric Constraint by Constraint algorithm in the arithmetic model of computation with an oracle that returns the signs of the minors of \((A \ b)\).

\textbf{Proof.} Obviously, \(I = [n]\) is a basis of the initial basic point \(x = (0, \ldots, 0)\) at the first stage \(k = n\).

Now suppose that we are the beginning of stage \(k\) of the algorithm, with basis \(I\). If \(A_{k+1}x^I + b_{k+1} \geq 0\), then the algorithm should go to stage \(k + 1\). Clearly, this happens if and only if \(I\) is a feasible basis for \(\mathcal{P}(A_{[k+1]}, b_{[k+1]})\) and this is detected at Line 4. Consequently, we can assume that at Line 7 we have \(A_{k+1}x^I + b_{k+1} < 0\). If the sign of the reduced costs are non-negative, then \(x^I\) maximizes \(x \mapsto A_{k+1}x + b_{k+1}\) over \(\mathcal{P}(A_{[k]}, b_{[k]})\) and thus the linear program is infeasible. Otherwise, the shadow-vertex pivoting rule returns a leaving variable \(i_{\text{out}}\). The edge defined by \((I, i_{\text{out}})\) may contain a point such that \(A_{k+1}x^I + b_{k+1} = 0\), in that case, the algorithm go to stage \(k + 1\). This happens if and only if \(I \setminus \{i_{\text{out}}\} \cup \{k + 1\}\) is a feasible basis for \(\mathcal{P}(A_{[k+1]}, b_{[k+1]})\).
If no such point is encountered, the algorithm pivots along the edge defined by \((I, i_{\text{out}})\) and reaches a new basic point. Clearly, this point must satisfies \(A_{k+1}x + b_{k+1} < 0\). Consequently, when the body of loop at Line 3 is executed again, the test at Line 4 fails and the algorithm goes directly to Line 7. This shows that Algorithm 4 does implement the Parametric Constraint by Constraint algorithm.

By Lemma 3.16, the feasibility of a basis can be tested at Line 10 using the signs of the minors of \((A, b)\). By Proposition 3.22 and Corollary 6.4, the other operations in Algorithm 4 can also be implemented with the signs of the minors of \((A, b)\).

As an immediate consequence of Proposition 6.5, the PCBC algorithm has a tropical counterpart, TropPCBC, which is described in Algorithm 4.

**Theorem 6.6.** Let \(A \in \mathbb{T}_{+}^{(m+n) \times n}\) and \(b \in \mathbb{T}_{+}^{m}\) be such that \((A, b)\) is sign-generic for the minor polynomials and \((A, b)^{\prime} = \left(\begin{smallmatrix} \text{Id} & 0 \\ A' & y' \end{smallmatrix}\right)\), where \(\text{Id}\) is the \(n \times n\) identity matrix. Then, the algorithm TropPCBC correctly determines whether \(P(A, b)\) is feasible.

For all \((A, b) \in \text{sval}^{-1}(A, b)\), the total number of bases visited by TropPCBC\((A, b)\) and by PCBC\((A, b)\) are equal.

Between two bases, TropPCBC performs \(O(n^5 + m^2n^3)\) operations and uses a space bounded by a polynomial in the input size of \(A, b\).

**Proof.** Observe that Algorithm 4 is exactly Algorithm 3 where we have replaced the oracle giving the signs of the minors by its tropical counterpart. By Lemma 3.8 and Proposition 6.5, it follows that TropPCBC\((A, b)\) and PCBC\((A, b)\) produce the same sequence of bases for any \((A, b) \in \text{sval}^{-1}(A, b)\). The correctness of TropPCBC then follows from the correctness of PCBC and Proposition 4.7.

Pivoting from one basis to the next consists of performing once the operations in the loop between Lines 3 and 15. Calling \textsf{SignRedCosts} and \textsf{Pivot} requires \(O(n^4)\) and \(O(m^2n^3)\) operations respectively by Proposition 3.22. The pivoting rule \(\rho^{\pi}\) returns after \(O(n^5)\) operations by Corollary 6.4. Checking the feasibility of a basis requires the computation of \(O(m)\) determinants of size \(n \times n\) (see Lemma 3.16), and each of these determinants can be computed tropically in \(O(n^3)\) operations by Lemma 3.11.

Hence, we need \(O(mn^3)\) operations to test the feasibility of a basis. In total, we use \(O(n^5 + n^4 + m^2n^3 + mn^3) = O(n^5 + m^2n^3)\) operations. Moreover, these operations use a polynomial space.

### 6.2.1 Average-case analysis

Given \((A, b) = \left(\begin{smallmatrix} \text{Id} & 0 \\ A' & b' \end{smallmatrix}\right)\) \(\in \mathbb{K}^{(m+n) \times (n+1)}\) such that no minor of the matrix \((A', b')\) is null, the probabilistic analysis of [AKS87] applies to polyhedra of the form

\[
P_{S, S'}(A, b) = \{ x \in \mathbb{K}^n \mid x \geq 0, (SA'S')x + SB' \geq 0 \},
\]

where \(S = \text{diag}(s_1, \ldots, s_m)\), \(S' = \text{diag}(s'_1, \ldots, s'_m)\), and the \(s_i\) and \(s'_i\) are i.i.d. entries with values in \(\{+1, -1\}\) such that each of them is equal to +1 (resp. −1) with probability 1/2. Equivalently, the \(2^{m+n}\) polyhedra of the form \(P_{S, S'}(A, b)\) are equiprobable.
6.2 The Parametric Constraint-by-Constraint algorithm

**Theorem 6.7** ([AKS87]). For any fixed choice of $(A \ b) = \left( \begin{array}{c} \text{Id}_A \ 0 \\ \text{A}' \ b' \end{array} \right) \in \mathbb{K}^{m \times (n+1)}$ such that no minor of the matrix $(A' \ b')$ is null, the total number of basic points visited by the PCBC algorithm on $\mathcal{P}_{S,S'}(A,b)$ is bounded by $O(\min(m^2, n^2))$ on average.

**Proof.** This result is proved in [AKS87] for matrices $(A \ b)$ with entries in $\mathbb{R}$. We now show that it holds for matrices $(A \ b)$ with entries in an arbitrary real closed field $K$.

Let $(A \ b)$ be a matrix with entries in $K$ that satisfies the conditions of the theorem. By Proposition 6.5, the number of basic points visited by PCBC on the polyhedron $\mathcal{P}(A,b)$ depends only on the sign pattern $\text{signMinors}(A,b)$ of the minors of $(A \ b)$. By completeness of the theory of real closed field (Theorem 2.2), there exists a matrix $(A \ b)$ with entries in $K$ that realizes the sign pattern $\text{signMinors}(A,b)$ (see the proof of Proposition 6.2 for details). Clearly, $(A \ b)$ satisfies the conditions of the theorem.

Observe that the signs of the minors of $(\begin{array}{c} \text{Id}_S \\ S' \end{array} S' \ b)$ are entirely determined by $S, S'$ and the signs of the minors of $(A \ b)$. Consequently, the signs of the minors of $(\begin{array}{c} \text{Id}_S \\ S' \end{array} S' \ b)$ and $(\begin{array}{c} \text{Id}_S \\ S' \end{array} S' \ b)$ coincides. It follows that the PCBC algorithm visits the same number of basic points on $\mathcal{P}_{S,S'}(A,b)$ and $\mathcal{P}_{S,S}(A,b)$. Since the theorem holds on $\mathbb{R}$, it also holds on $K$. 

As a consequence of Theorems 6.6 and 6.7, the algorithm TropPCBC also visits a quadratic number of tropical basic points on average. The tropical counterpart of the probabilistic model of [AKS87] can be described as follows. Given $(A \ b) = \left( \begin{array}{c} \text{Id}_A \ 0 \\ \text{A}' \ b' \end{array} \right) \in \mathbb{T}_\pm^{(m+n) \times (n+1)}$, and $s \in \{1, \odot 1\}^m$, $s' \in \{1, \odot 1\}^n$, we define

$$\mathcal{P}_{S,S'}(A,b) = \{ x \in \mathbb{T}^n \mid x \geq 0, (S \odot A' \odot S')^+ \odot x \odot (S \odot b')^+ \geq (S \odot A' \odot S')^- \odot x \odot (S \odot b')^- \}$$

where $S = \text{diag}(s_1, \ldots, s_m)$, $S' = \text{diag}(s'_1, \ldots, s'_n)$. As above, we assume that the $s_i, s'_j$ are i.i.d random variables with value equal to $1$ (resp. $\odot 1$) with probability 1/2.

**Corollary 6.8.** Suppose that $(A \ b) = \left( \begin{array}{c} \text{Id}_A \ 0 \\ \text{A}' \ b' \end{array} \right) \in \mathbb{T}_\pm^{(m+n) \times (n+1)}$ is generic for the minor polynomials and that every square submatrix of $(A' \ b')$ has a non 0 tropical determinant.

The total number of basic points visited by the TropPCBC algorithm on $\mathcal{P}_{S,S'}(A,b)$ is bounded by $O(\min(m^2, n^2))$ on average.

**Proof.** Let us pick any $(A \ b) \in \text{sval}^{-1}(A \ b)$. Since $(A \ b)$ is generic for the minor polynomials, it is also sign-generic, and thus TropPCBC$(A,b)$ and PCBC$(A,b)$ visits the same number of basic points by Theorem 6.6. It also follows from the genericity of $(\begin{array}{c} \text{Id}_A \\ \text{A}' \\ \text{b}' \end{array} \ b')$ that, for any $S, S'$, the matrix

$$(\begin{array}{cc} \text{Id} & 0 \\ S \odot A' \odot S' & S \odot b' \end{array})$$

is also generic for the minor polynomials. Let $S \in \text{sval}^{-1}(S)$ and $S' \in \text{sval}^{-1}(S')$. Clearly, $(\begin{array}{c} \text{Id}_S \\ S' \end{array} S' \ b)$ is a lift of (6.10). Consequently, TropPCBC applied to $\mathcal{P}_{S,S'}(A,b)$ visits as many basic points as PCBC applied to $\mathcal{P}_{S,S'}(A,b)$ by Theorem 6.6. We conclude with Theorem 6.7. 

[AKS87]
6.3 Application to mean payoff games

Via the tropical parametric constraint by constraint algorithm, we translate the result of Adler et al. to mean payoff games. The probability distribution of games is expressed over their payments matrices $A, B$, and must satisfy the following requirements:

**Assumption D.** (i) for all $i \in [m]$ (resp. $j \in [n]$), the distribution of the matrices $A, B$ is invariant by the exchange of the $i$-th row (resp. $j$-th column) of $A$ and $B$.

(ii) almost surely, $A_{ij}$ and $B_{ij}$ are distinct and not equal to 0 for all $i \in [m], j \in [n]$.

In this case, we introduce the signed matrix $W = (W_{ij}) \in \mathbb{T}_T^{m \times n}$, defined by $W_{ij} := A_{ij}$ if $A_{ij} > B_{ij}$, and $\ominus B_{ij}$ if $A_{ij} < B_{ij}$.

(iii) almost surely, the matrix $W$ is generic for all minor polynomials.

Let us briefly discuss the requirements of Assumption $\mathbb{D}$. Condition $\mathbb{D}(i)$ corresponds to the flip invariance property. It handles discrete distributions (see Figure 6.1) as well as continuous ones. In particular, if the distribution of the payment matrices admits a density function $f$, Condition $\mathbb{D}(i)$ can be expressed as the invariance of $f$ by exchange operations on its arguments. For instance, if $m = 1$ and $n = 2$, the flip invariance holds if, and only if, for almost all $a_{ij}, b_{ij}, f(a_{1,1}, a_{1,2}, b_{1,1}, b_{1,2}) = f(b_{1,1}, b_{1,2}, a_{1,1}, a_{1,2}) = f(b_{1,1}, a_{1,2}, a_{1,1}, b_{1,2})$.

The requirements $A_{ij}, B_{ij} \neq 0$ for all $i, j$ in Condition $\mathbb{D}(ii)$ ensure that the flip operations always provide games in which the two players have at least one action to play from every position. The matrix $W$ can be thought of as a tropical subtraction “$A \ominus B$”, and the conditions $A_{ij} \neq B_{ij}$ ensure that $W$ is well defined. Then, the following result holds:

**Lemma 6.9.** If $A_{ij} \neq B_{ij}$ for all $i, j$, and $W$ is defined as in Condition $\mathbb{D}(ii)$ of Assumption $\mathbb{D}$, then the initial state $j \in [n]$ is winning in the game with matrices $A, B$ if, and only if the tropical polyhedron $\mathcal{P}(W_j, W_{[m] \setminus \{j\}})$ is not empty, where $W_j$ is the matrix obtained from $W$ by removing the column $j$, and $W_{[m] \setminus \{j\}}$ is the $j$-th column of $W$.

**Proof.** By Theorem 1.3 the initial state $j$ is winning if, and only if, the system

$$x_j = 0, \; A \odot x \geq B \odot x,$$  

admits a solution. Given $a, b, c, d \in \mathbb{T}$ such that $a \neq c$, it can be easily proved that the inequality max($a + x_1, b$) $\geq$ max($c + x_1, d$) over $x_1$ is equivalent to $b \geq$ max($c + x_1, d$) if $a < c$, and max($a + x_1, b$) $\geq$ $d$ if $a > c$. Using this principle, we deduce that the system (6.11) is equivalent to

$$x_j = 0, \; W^+ \odot x \geq W^- \odot x.$$  

Clearly, the latter system admits a solution if and only if the tropical polyhedron $\mathcal{P}(W_j, W_{[m] \setminus \{j\}})$ is not empty. \hfill $\square$
Finally, Condition (iii) is the tropical counterpart of the non-degeneracy assumption used in [AKSS04] to establish the average-case complexity bound.

We point out that the set of matrices $A, B$ that do not satisfy the requirements stated in Conditions (ii) and (iii) has measure zero. As a consequence, these two conditions do not impose important restrictions on the distribution of $A, B$, and they can rather be understood as genericity conditions.

We are now ready to establish our polynomial bound on the average-case complexity of mean payoff games.

**Theorem 6.10.** Under a distribution satisfying Assumption [D], the algorithm TropPCBC determines in polynomial time on average whether an initial state is winning for Player Max in the mean payoff game with payment matrices $A, B$.

**Proof.** Without loss of generality, we assume that the initial state is the node $n$ of Player Min.

Let us fix two payment matrices $A, B$ satisfying Conditions (ii) and (iii) of Assumption [D] and let $W$ be defined as in Condition (iii). Starting from the pair $(A, B)$ of matrices, the successive applications of row/column exchange operations precisely yield $2^{m+n-1}$ different pairs of matrices. In particular, without loss of generality, we can assume that the $n$-th columns of $A$ and $B$ have not been switched. Then, the pair of matrices that we obtained are of the form $(A^{s,s'}, B^{s,s'})$, where $s \in \{ \emptyset, \ominus 1 \}^m$, $s' \in \{ \emptyset, \ominus 1 \}^{n-1}$, and $A^{s,s'}$ and $B^{s,s'}$ are the matrices obtained from $A$ and $B$ respectively, by exchanging the rows $i$ and the columns $j$ such that $s_i = \ominus 1$ and $s'_j = \ominus 1$. The $(i,j)$-entries of $A^{s,s'}$ and $B^{s,s'}$ are distinct, and so we can define a matrix $W^{s,s'}$ in the same way we have built $W$ from $A$ and $B$. Observe that $W^{s,s'} = S \circ W \circ S'$ and $W^{s,s'} = S \circ W$, where $S = \text{tdiag}(s_1, \ldots, s_m)$ and $S' = \text{tdiag}(s'_1, \ldots, s'_{n-1})$. Thus, by Lemma 6.9, the node $n$ is winning in the game with payment matrices $A^{s,s'}, B^{s,s'}$ if and only if the tropical polyhedron $P_{S,S'}(W, W_{[m] \times n})$ is not empty. By Theorem 6.6 and Corollary 6.8 the TropPCBC algorithm solves the $2^{m+n-1}$ games obtained by the successive flipping operations in $O(2^{m+n-1} \min(m^n, n^n)(n^5 + m^2n^3))$ operations and in polynomial space.

Let $T$ be the random variable corresponding to the time complexity of our method to solve the game with payment matrices $A, B$ drawn from a distribution satisfying Assumption [D]. Similarly, given $s \in \{ \emptyset, \ominus 1 \}^m$, $s' \in \{ \emptyset, \ominus 1 \}^{n-1}$, let $T^{s,s'}$ be the random variable representing the time complexity to solve the game with matrices $A^{s,s'}, B^{s,s'}$, where $A, B$ are drawn from the latter distribution. Thanks to Condition (iii), $E[T] = E[T^{s,s'}]$ for all $s, s'$, and so:

$$E[T] = \frac{1}{2^{m+n-1}} E \left[ \sum_{s, s'} T^{s,s'} \right] \leq \frac{1}{2^{m+n-1}} (K 2^{m+n-1} \min(m^n, n^n)(n^5 + m^2n^3))$$

for a certain constant $K > 0$. This concludes the proof. \qed
Chapter 7

Algorithmics of the tropical simplex method

In this chapter, we present efficient implementations of the tropical pivoting procedure, and of the tropical computation of the signs of reduced costs. We show that these two procedures can be done using $O(n(m + n))$ tropical operations for a linear program described by $m$ inequalities in dimension $n$. The algorithms presented in this chapter have been implemented in the library Simplet \cite{Ben14}.

The content of this chapter appeared in \cite{ABGJ13b}.

7.1 Pivoting between two tropical basic points

In this section, we show how to pivot from a tropical basic point to another, i.e., to move along a tropical edge between the two basic points of a tropical polyhedron $P(A, b)$, where $A \in \mathbb{T}^{m \times n}$ and $b \in \mathbb{T}^m$, and $\mathbb{T} = \mathbb{T}(G)$ is an arbitrary tropical semiring. The complexity of this tropical pivot operation will be shown to be $O(n(m + n))$, which is analogous to the classical pivot operation.

Pivoting is more easily described in homogeneous terms. For $W = (A \ b)$ we consider the tropical cone $C = P(W, 0)$. This cone is defined as the intersection of the half-spaces $H_i^\geq := \{x \in \mathbb{T}^{n+1} | W_i^+ \odot x \geq W_i^- \odot x\}$ for $i \in [m]$. Similarly, we denote by $H_i$ the s-hyperplane $\{x \in \mathbb{T}^{n+1} | W_i^+ \odot x = W_i^- \odot x\}$. We also let $C_I := P_I(W, 0)$ for any subset $I \subseteq [m]$.

Throughout this section, we make the following assumptions.

**Assumption E.** The matrix $W$ is generic for the minor polynomials.

**Assumption F.** Every point in $C \setminus \{(0, \ldots, 0)\}$ has finite coordinates.

Assumption E is strictly stronger than the sign-genericity of $W = (A \ b)$ for the minor polynomials, and hence, in particular, we can make use of Theorem 4.22. Under Assumption E, the tropical polyhedron $P(A, b)$ is a bounded subset of $G^n$. Indeed, as $C$ is a closed set, Assumption E implies that there exists a vector $l \in G^{n+1}$ such that $x \geq l$
for all \( x \in C \). Let \( \text{tconv}(P) \oplus \text{tpos}(R) \) be the internal description of \( P(A, b) \) provided by Theorem 4.11. If \( R \) contains a point \( r \), then it is easy to verify that \( (r, 0) \in C \), which contradicts Assumption F. Since every \( p \in P \) belongs to \( P(A, b) \), the point \( (p, 1) \) belongs to \( C \), and thus \( p_j \geq l_j \) for all \( j \in [n] \). It follows that \( P(A, b) = \text{tconv}(P) \) is a bounded subset of \( G^n \).

In rest of this section, we identify the cones \( C, H_i \) and \( C_I \) of \( T^{n+1} \) with their image in the tropical projective space \( \mathbb{T}P^n \) (see Section 4.1.2). Through the bijection given in (4.12), the tropical basic point associated with a suitable subset \( I \subseteq [m] \) is identified with the unique projective point \( x^I \in \mathbb{T}P^n \) in the intersection \( C_I \). Besides, when pivoting from the basic point \( x^I \), we move along a tropical edge \( E_K := C_K \) defined by a set \( K = I \setminus \{i_{\text{out}}\} \) for some \( i_{\text{out}} \in I \).

A tropical edge \( E_K \) is a tropical line segment \( \text{tconv}(x^I, x^{I'}) \). The other endpoint \( x^{I'} \in \mathbb{T}P^n \) is a basic point for \( I' = K \cup \{i_{\text{ent}}\} \), where \( i_{\text{ent}} \in [m] \setminus I \). So, the notation \( i_{\text{out}} \) and \( i_{\text{ent}} \) refers to the indices leaving and entering the set of active constraints \( I \) which is maintained by the algorithm. Notice that the latter set corresponds to the non-basic indices in the classical primal simplex method, so that the indices entering/leaving \( I \) correspond to the indices leaving/entering the usual basis, respectively.

As a tropical line segment, \( E_K \) is known to be the concatenation of at most \( n \) ordinary line segments.

**Proposition 7.1 (DS04 Proposition 3).** Let \( E_K = \text{tconv}(x^I, x^{I'}) \) be a tropical edge. Then there exist an integer \( q \in [n] \) and \( q + 1 \) points \( \xi_1, \ldots, \xi^{q+1} \in E_K \) such that

\[
E_K = [\xi_1, \xi^2] \cup \cdots \cup [\xi^q, \xi^{q+1}] \quad \text{where} \quad \xi_1 = x^I \quad \text{and} \quad \xi^{q+1} = x^{I'}.
\]

Every ordinary segment is of the form:

\[
[\xi^p, \xi^{p+1}] = \{ x^p + \lambda e^{j_p} \mid 0 \leq \lambda \leq \mu_p \},
\]

where the length of the segment \( \mu_p \) is a positive real number, \( J_p \subseteq [n + 1] \), and the \( j \)-th coordinate of the vector \( e^{j_p} \) is equal to 1 if \( j \in J_p \), and to 0 otherwise. Moreover, the sequence of subsets \( J_1, \ldots, J_q \) satisfies:

\[
\emptyset \subseteq J_1 \subseteq \cdots \subseteq J_q \subseteq [n + 1].
\]

The vector \( e^{j_p} \) is called the direction of the segment \([\xi^p, \xi^{p+1}]\). The intermediate points \( \xi^2, \ldots, \xi^q \) are called breakpoints. In the tropical polyhedron depicted in Figure 4.3 breakpoints are represented by white dots.

Note that, in the tropical projective space \( \mathbb{T}P^n \), the directions \( e^J \) and \( -e^{[n+1]\setminus J} \) coincide. Both correspond to the direction of \( \mathbb{T}^n \) obtained by removing the \((n + 1)\)-th coordinate of either \(-e^{[n+1]\setminus J} \) if \((n + 1) \in J \), or \( e^J \) otherwise.

### 7.1.1 Overview of the pivoting algorithm

We now provide a sketch of the pivoting operation along a tropical edge \( E_K \). Geometrically, the idea is to traverse the ordinary segments \([\xi^1, \xi^2], \ldots, [\xi^q, \xi^{q+1}]\) of \( E_K \). At
each point $\xi^p$, for $p \in [q]$, we first determine the direction vector $e^{j_q}$, then move along this direction until the point $\xi^{p+1}$ is reached. As the tangent digraph at a point $x \in C$ encodes the local geometry of the tropical cone $C$ around $x$, the direction vectors can be read from the tangent digraphs. Moreover, the tangent digraphs are acyclic under Assumption E. This imposes strong combinatorial conditions on the tangent digraphs, which, in turn, allows to easily determine the feasible directions.

We introduce some additional basic notions and notations on directed graphs. Two nodes of a digraph are said to be connected if they are connected in the underlying undirected graph. A connected component is a set of nodes that are pair-wise connected. Given a directed graph $G$ and a set $A$ of arcs between some nodes of $G$, we denote by $G \cup A$ the digraph obtained by adding the arcs of $A$. Similarly, if $A$ is a subset of arcs of $G$, we denote by $G \backslash A$ the digraph where the arcs of $A$ have been removed. By extension, if $N$ is a subset of nodes of $G$, then $G \backslash N$ is defined as the digraph obtained by removing the nodes in $N$ and their incident arcs. The degree of a node of $G$ is defined as the pair $(p_1, p_2)$, where $p_1$ and $p_2$ are the numbers of incoming and outgoing arcs incident to the node.

For the sake of simplicity, let us suppose that the tropical edge consists of two consecutive segments $[\xi, \xi']$ and $[\xi', \xi'']$, with direction vectors $e^{j}$ and $e^{j'}$ respectively.

Let us start at the basic point $\xi = x^K \setminus \{i_{out}\}$. We shall prove below that, at every basic point, the tangent digraph is spanning tree where every hyperplane node is of degree $(1, 1)$. In other words, for every $i \in K \cup \{i_{out}\}$, the sets $\arg(W^+_i \circ \xi)$ and $\arg(W^-_i \circ \xi)$ are both reduced to a singleton, say $\{j^+_i\}$ and $\{j^-_i\}$. We want to “get away” from the $s$-hyperplane $H_{i_{out}}$. Since the direction vector $e^{j}$ is a 0/1 vector, the only way to do so is to increase the variable indexed by $j^+_{i_{out}}$ while not increasing the component indexed by $j^-_{i_{out}}$. Hence, we must have $j^+_{i_{out}} \in J$ and $j^-_{i_{out}} \notin J$. While moving along $e^{j}$, we also want to stay inside the $s$-hyperplane $H_i$ for $i \in K$. Hence, if $j^+_i \in J$ for some $i \in K$, we must also have $j^-_i \in J$. Similarly, if $j^+_i \notin J$, then we must also have $j^-_i \notin J$. Removing the hyperplane node $i_{out}$ from the tangent digraph $\widehat{G}_K$ provides two connected components, the first one, $\widehat{C}_+$, contains $j^+_{i_{out}}$, and the second one, $\widehat{C}_-$ contains $j^-_{i_{out}}$. From the discussion above, it follows that the set $J$ consists of the coordinate nodes in $\widehat{C}^+$. When moving along $e^{j'}$ from $\xi'$, we leave the $s$-hyperplane $H_{1_{out}}$. Consequently, the hyperplane node $i_{out}$ “disappears” from the tangent digraph. It turns out that this is the only modification that happens to the tangent digraph. More precisely, at every point in the open segment $[\xi, \xi']$, the tangent digraph is the graph obtained from $\widehat{G}_K$ by removing the hyperplane node $i_{out}$ and its two incident arcs. We shall denote this digraph by $\widehat{G}_{[\xi, \xi']}$. By construction, $\widehat{G}_{[\xi, \xi']}^-$ is acyclic, consists of two connected components, and every hyperplane node has one incoming and one outgoing arc.

We shall move from $\xi$ along $e^{j}$ until “something” happens to the tangent digraph. In fact only two things can happen, depending whether $\xi'$ is a breakpoint or a basic point. As we supposed $\xi'$ to be a breakpoint, a new arc $a_{new}$ will “appear” in the tangent digraph, i.e., $G_{\xi'} = G_{[\xi, \xi']} \cup \{a_{new}\}$. Let us denote $a_{new} = (j_{new}, k)$, where $j_{new}$ is a coordinate node and $k \in K$ is a hyperplane node. We shall see that $j_{new}$ must belong to $J$, while $k$ must belong to the component $\widehat{C}_-$. Hence, the arc $a_{new}$ “reconnects” the
two components $\vec{C}_+$ and $\vec{C}_-$. Since $k$ had one incoming and one outgoing arc in $\vec{G}_{j,\xi,\xi'}$, it has exactly three incident arcs in $\vec{G}_{k}$. One of them is $a_{\text{new}} = (j_{\text{new}}, k)$; a second one, $a_{\text{old}} = (j_{\text{old}}, k)$, has the same orientation as $a_{\text{new}}$; and the third one, $a' = (k, l)$, has an orientation opposite to $a_{\text{new}}$ and $a_{\text{old}}$.

Let us now find the direction vector $e''$ of the second segment $[\xi', \xi'']$. Consider the hyperplane node $k$ with the three incidents arcs $a_{\text{new}}, a_{\text{old}}$ and $a'$. By Proposition 7.1 we know that $J \subseteq J'$, hence we must increase the variable $j_{\text{new}}$. Since we want to stay inside the hyperplane $H_k$, we must also increase the variable indexed by $l$. On the other hand, we do not increase the variable $j_{\text{old}}$. As before, all hyperplane nodes $i \in K \setminus \{k\}$ are of degree $(1,1)$. Removing the arc $a_{\text{old}}$ from the graph provides two connected components, the first one $\vec{C}''_+$ contains the coordinate nodes $j_{\text{new}}, l$ as well as the hyperplane node $k$, while the second one $\vec{C}''_-$ contains $j_{\text{old}}$. The new direction set $J'$ is given by the coordinate nodes in $\vec{C}''_+$.

The tangent digraph in the open segment $[\xi', \xi'']$ is again constant, and defined by $\vec{G}_{\xi', \xi''} = G_{\xi'} \setminus \{a_{\text{old}}\}$. Hence, $\vec{G}_{\xi', \xi''}$ is an acyclic graph, with two connected components $\vec{C}''_+$ and $\vec{C}''_-$, where every hyperplane node has one incoming and one outgoing arc.

The basic point $\xi''$ is reached when a new s-hyperplane $i_{\text{ent}} \notin K$ is hit. This happens when the hyperplane node $i_{\text{ent}}$ "appears" in the tangent digraph, along with one incoming $(j^+, i_{\text{ent}})$ and one outgoing arc $(i_{\text{ent}}, j^-)$. Observe that we must have $j^- \in J$ and $j^+ \notin J$. It follows that the two components $\vec{C}''_+$ and $\vec{C}''_-$ are reconnected by adding $i_{\text{ent}}$ and its two incident arcs.

### 7.1.2 Directions of ordinary segments

Given a point $x$ in a tropical cone $D$, we say that the direction $e^J$, with $\emptyset \subseteq J \subseteq [n+1]$, is feasible from $x$ in $D$ if there exists $\mu > 0$ such that the ordinary segment $\{x + \lambda e^J \mid 0 \leq \lambda \leq \mu\}$ is included in $D$. The following lemma will be helpful to prove the feasibility of a direction.

**Lemma 7.2.** Let $x \in \mathbb{T}^{n+1}$ with no $0$ entries. Then, the following properties hold:

(i) if $x$ belongs to $H_i^\leq \setminus H_i$, every direction is feasible from $x$ in $H_i^\leq$.

(ii) if $x$ belongs to $H_i$, the direction $e^J$ is feasible from $x$ in the half-space $H_i^\geq$ if, and only if, $\arg(W_i^+ \circ x) \cap J \neq \emptyset$ or $\arg(W_i^- \circ x) \cap J = \emptyset$.

(iii) if $x$ belongs to $H_i$, the direction $e^J$ is feasible from $x$ in the s-hyperplane $H_i$ if, and only if, the sets $\arg(W_i^+ \circ x) \cap J$ and $\arg(W_i^- \circ x) \cap J$ are both empty or both non-empty.

**Proof.** The first point is immediate. To prove the last two points, observe that if $x \in H_i$, then $W_i^+ \circ x = W_i^- \circ x > 0$, thanks to Assumption $A$ and the fact that $x$ has no $0$ entries. Then, for $\lambda > 0$ sufficiently small, we have:

$$W_i^+ \circ (x + \lambda e^J) = \begin{cases} (W_i^+ \circ x) + \lambda & \text{if } \arg(W_i^+ \circ x) \cap J \neq \emptyset, \\ W_i^+ \circ x & \text{otherwise}, \end{cases}$$
and the same property holds for $W_i^- \odot x$.

We propose to determine feasible directions with tangent graphs. It turns out that tangent graphs in a tropical edge have a very special structure. Indeed, under Assumption \[4.26] these graphs do not contain any cycle by Lemma 4.26. In other words, they are forests: each connected component is a tree. For such graphs, the following is known:

\[
\text{number of nodes} = \text{number of edges} + \text{number of connected components}.
\]  
(7.1)

\begin{proposition}
Let $x$ be a point in a tropical edge $E_K$. Then, exactly one of the following cases arises:

(C1) $x$ is a basic point for the basis $K \cup \{i_{\text{out}}\}$, where $i_{\text{out}} \in [n] \setminus K$. The tangent graph $G_x$ at $x$ is a spanning tree, and the set of hyperplane nodes is $K \cup \{i_{\text{out}}\}$. In the tangent digraph $\tilde{G}_x$, every hyperplane node has degree $(1,1)$. Let $J$ be the set of coordinate nodes weakly connected to the unique node in $\arg(W_{\text{out}}^+ \odot x)$ in the digraph $\tilde{G}_x \setminus \{i_{\text{out}}\}$. The only feasible direction from $x$ in $E_K$ is $e^J$.

(C2) $x$ is in the relative interior of an ordinary segment. The tangent graph $G_x$ is a forest with two connected components, and the set of hyperplane nodes is $K$. In the tangent digraph $\tilde{G}_x$, every hyperplane node has degree $(1,1)$. Let $J$ be the set of coordinate nodes in one of the components. The two feasible directions from $x$ in $E_K$ are $e^J$ and $-e^J = e^{[n+1]\setminus J}$.

(C3) $x$ is a breakpoint. The tangent graph $G_x$ is a spanning tree, and the set of hyperplane nodes is $K$. In the tangent digraph $\tilde{G}_x$, there is exactly one hyperplane node $k^*$ with degree $(2,1)$ or $(1,2)$, while all other hyperplane nodes have degree $(1,1)$. Let $a$ and $a'$ be the two arcs incident to $k^*$ with same orientation. Let $J$ and $J'$ be the set of coordinate nodes weakly connected to $k$ in $\tilde{G}_x \setminus \{a\}$ and $\tilde{G}_x \setminus \{a'\}$, respectively. The two feasible directions from $x$ in $E_K$ are $e^J$ and $e^{J'}$.

\end{proposition}

\begin{proof}
Since $x$ has finite entries, the graph $G_x$ contains exactly $n+1$ coordinate nodes. Let $n'$ be the number of hyperplane nodes in $G_x$. Consider any $i \in K$. Since $x$ is contained in the $s$-hyperplane $H_i$ and $x \in \mathbb{R}^{n+1}$, we have $W_i^+ \odot x = W_i^- \odot x > 0$. Thus $K$ is contained in the set of hyperplane nodes. Therefore $n' \geq n-1$. As there is at least one connected component, there is at most $n + n'$ edges by (7.1). Besides, each hyperplane node is incident to at least two edges, so that there is at least $2n'$ edges in $G_x$. We deduce that $n' \leq n$. As a result, by using (7.1), we can distinguish three cases:

(i) $n' = n$, in which case there is only one connected component in $G_x$, and exactly $2n$ edges. Besides, all the hyperplane nodes have degree $(1,1)$ in $\tilde{G}_x$.

(ii) $n' = n - 1$, the graph $G_x$ contains precisely two connected components and $2n' - 2$ edges. As in the previous case, every hyperplane node has degree $(1,1)$ in $\tilde{G}_x$.

(iii) $n' = n - 1$ and $G_x$ has one connected component. In this case, there are $2n' - 1$ edges. In $\tilde{G}_x$, there is exactly one hyperplane node with degree $(2,1)$ or $(1,2)$, and all the other hyperplane nodes have degree $(1,1)$.
\end{proof}
Finally, for all $i$ only feasible direction from $e_i \not\in E$ of the coordinate nodes in $C$. Lemma 7.2 shows that the direction $e_J$ is feasible from $e_i$ in the spanning tree $G_x$. Moreover, every hyperplane node $i$ has exactly one outgoing arc and one outgoing arc in $G_x$. Indeed, $i$ is incident to two arcs in $G_x$, and exactly one of them leads to the path to coordinate node $n+1$. We conclude that $\sigma(i) \neq \sigma(j)$ when $j \neq j'$. Thus the set of edges $\{(j, \sigma(j)) \mid j \in [n]\}$ forms the desired matching. Then by Lemma 4.25, the submatrix $W'$ of $W$ made with columns in $[n]$ and rows in $K \cup \{i_{out}\}$ satisfies $tper(|W'|) > 0$. Furthermore, $W' = A_{K \cup \{i_{out}\}}$. As a consequence, $x$ is a basic point for the set $K \cup \{i_{out}\}$.

Since the graph $G_x$ is a spanning tree where the hyperplane node $i_{out}$ is not a leaf, removing $i_{out}$ from $G_x$ provides two connected components $C^+$ and $C^-$, containing the coordinate nodes in $\arg(W^+_{i_{out}} \circ x)$ and in $\arg(W^-_{i_{out}} \circ x)$, respectively. Let $J$ be the set of the coordinate nodes in $C^+$.

We claim that the direction $e^J$ is feasible from $x$ in $E_K$. Indeed, if the hyperplane node $i \in K$ belongs to $C^+$, then $\arg(W_i^+ \circ x) \subseteq J$ and $\arg(W_i^- \circ x) \subseteq J$. In contrast, if the node $i \in K$ belongs to $C^-$, we have $\arg(W_i^+ \circ x) \cap J = \arg(W_i^- \circ x) \cap J = \emptyset$.

By Lemma 7.2 this shows that the direction $e^J$ is feasible in all $s$-hyperplanes $H_i$ with $i \in K$. It is also feasible in the half-space $H_{out}$, since $x \in H_{out}$ and $\arg(W^+_{i_{out}} \circ x) \subseteq J$. Finally, for all $i \not\in K \cup \{i_{out}\}$, the point $x$ belongs $H_{out}^2 \setminus H_i$. Indeed, if $x \in H_i$, then $i$ would be a hyperplane node. Thus, by Lemma 7.2 the direction $e^J$ is feasible in $H_{out}^2$.

As $E_K = (\cap_{i \in K} H_i) \cap (\cap_{i \not\in K} H_{out}^2)$, this proves the claim. Since $x$ is a basic point it admits exactly one feasible direction in $E_K$. Thus $e^J$ is the only feasible direction from $x$ in $E_K$.

Case (i): In this case, $G_x$ is a forest with two components $C_1$ and $C_2$, and $K$ is precisely the set of hyperplane nodes. Let $J$ be the set of coordinate nodes in $C_1$. Then Lemma 7.2 shows that the direction $e^J$ is feasible from $x$ in $E_K$. Indeed, the point $x$ belongs to $H_{out}^2 \setminus H_i$ for $i \not\in K$. Besides, for all $i \in K$, the sets $\arg(W_i^+ \circ x) \cap J$ and $\arg(W_i^- \circ x) \cap J$ are both non-empty if $i$ belongs to $C_1$, and both empty otherwise.

Symmetrically, the direction $e^{[n+1]\setminus J} = -e^J$ is also feasible in $E_K$, as $[n+1]\setminus J$ is the set of coordinate nodes in the component $C_2$. It follows that $x$ is in the relative interior of an ordinary segment.

Case (ii): The graph $G_x$ is a spanning tree. Let $k^*$ be the unique half-space node of degree $(2, 1)$ or $(1, 2)$ in $G_x$ and $a, a'$ the two arcs incident to $k^*$ with the same orientation. Then $G_x \setminus \{a\}$ consists of two weakly connected components $C_1$ and $C_2$. Without loss of generality, we assume that $k^*$ belongs to $C_1$. Let $J$ be the set of coordinate nodes in $C_1$. We now prove that $e^J$ is feasible from $x$ in $E_K$, thanks to Lemma 7.2. Indeed, $x \in H_{out}^2 \setminus H_i$ for $i \not\in K$. Besides, if $i \in K$, the sets $\arg(W_i^+ \circ x) \cap J$ and $\arg(W_i^- \circ x) \cap J$ are both non-empty if $i \in C_1$, and both empty if $i \in C_2$. Thus, $e^J$ is feasible in the
s-hyperplane $\mathcal{H}_i$. 
Similarly, let $J'$ be the set of coordinate nodes weakly connected to $k^*$ in $\tilde{G}_x \setminus \{a'\}$. Then the direction $e^{J'}$ is also feasible. Note that $J$ and $J'$ are neither equal nor complementary. Thus, there are two distinct and non-opposite directions which are feasible from $x$ in $\mathcal{E}_K$, which implies than $x$ is a breakpoint. 

\textbf{Example 7.4.} Figure 4.7 depicts the tangent digraphs at every point of the tropical edge $\mathcal{E}_K$ for $K = \{\mathcal{H}_1, \mathcal{H}_2\}$, and this illustrates Proposition 7.3. The set $I = \{\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3\}$ of constraints determines the basic point $x^I = (1, 0, 0)$. From its tangent digraph, we deduce that the initial ordinary segment of the edge $\mathcal{E}_K$ is directed by $e^{(2)}$.

The tangent digraph at a point in $[(1, 1, 0), (1, 0, 0)]$ has exactly two weakly connected components. They yield the feasible directions $e^{(2)}$ and $e^{(1, 3, 4)}$, which correspond to the vectors $(0, 1, 0)$ and $(0, -1, 0)$ of $\mathbb{T}^3$.

At the breakpoint $(1, 1, 0)$, the tangent digraph is weakly connected, and the hyperplane node $\mathcal{H}_3$ has degree $(2, 1)$. Removing the arc from coordinate node 4 to $\mathcal{H}_3$ provides two weakly connected components, respectively $\{1, 2\} \cup \{\mathcal{H}_1\}$ and $\{3, 4\} \cup \{\mathcal{H}_2\}$. The coordinate nodes of the component containing $\mathcal{H}_1$ yields the feasible direction $e^{(1, 2)}$. Similarly, it can be verified that the other feasible direction, obtained by removing the arc from coordinate node 2, is the vector $e^{(1, 3, 4)}$.

### 7.1.3 Moving along an ordinary segment

We now characterize the length $\mu$ of an ordinary segment $[\xi, \xi'] = \{\xi + \lambda e^J \mid 0 \leq \lambda \leq \mu\}$ of a tropical edge $\mathcal{E}_K$. We shall see that the tangent digraph is constant in $[\xi, \xi']$ and that it “acquires” a new arc or a new hyperplane node when the endpoint $\xi'$ is reached. Modifications to the tangent digraph are determined by the following scalars. For all $i \in [m]$, we define:

$$
\lambda^+_i(\xi, J) := (|W_i| \odot \xi) - \max_{j \in J}(W^+_i + \xi_j),
\lambda^-_i(\xi, J) := (|W_i| \odot \xi) - \max_{j \in J}(W^-_i + \xi_j),
$$

where $W = (W_{ij})$.

By Assumptions \ref{assumption1} and \ref{assumption2}, we have $W^+_i \odot \xi > 0$. In contrast, $\max_{j \in J}(W^+_i + \xi_j)$ and $\max_{j \in J}(W^-_i + \xi_j)$ may be equal to 0, in which case we use the convention $\lambda^+_i = +\infty$ and $\lambda^-_i = +\infty$, respectively. When $\max_{j \in J}(W^+_i + \xi_j)$ and $\max_{j \in J}(W^-_i + \xi_j)$ are different from $\mathfrak{0}$, the scalars $\lambda^+_i(\xi, J)$ and $\lambda^-_i(\xi, J)$ are non-negative elements of the group $G$, where $\mathfrak{T} = \mathfrak{T}(G)$. When it is clear from the context, $\lambda^+_i(\xi, J)$ and $\lambda^-_i(\xi, J)$ will be simply denoted by $\lambda^+_i$ and $\lambda^-_i$.

The scalars $\lambda^+_i$ and $\lambda^-_i$ tells us when the tangent digraph changes, i.e., when the set $\arg(|W_i| \odot x^\lambda)$ is modified. Indeed, let us denote $x^\lambda = \xi + \lambda e^J$, and observe how
arg(\(|W_i| \circ x^\lambda\)) varies with \(\lambda \geq 0\). For any \(i \in [m]\), we have:

\[
\arg(|W_i| \circ x^\lambda) = \begin{cases} 
\arg(|W_i| \circ \xi) & \text{for } \lambda < \min(\lambda_i^+, \lambda_i^-) \\
\arg(|W_i| \circ \xi) \cup \arg \max_{j \in J}(|W_{ij}| + \xi_j) & \text{for } \lambda = \min(\lambda_i^+, \lambda_i^-) \\
\arg \max_{j \in J}(|W_{ij}| + \xi_j) & \text{for } \lambda > \min(\lambda_i^+, \lambda_i^-)
\end{cases}
\] (7.2)

When \(\min(\lambda_i^+, \lambda_i^-) > 0\), then \(\arg \max_{j \in J}(|W_{ij}| + \xi_j) \cap \arg(|W_i| \circ \xi) = \emptyset\). Hence, \(\arg(|W_i| \circ x^\lambda)\) is constant for \(\lambda < \min(\lambda_i^+, \lambda_i^-)\), and gains at least one new element at \(\lambda = \min(\lambda_i^+, \lambda_i^-)\). Otherwise, when \(\min(\lambda_i^+, \lambda_i^-) = 0\), the set \(\arg \max_{j \in J}(|W_{ij}| + \xi_j)\) is included in \(\arg(|W_i| \circ \xi)\). In fact, \(\arg \max_{j \in J}(|W_{ij}| + \xi_j) = \arg(|W_i| \circ \xi) \cap J\). In this case, \(\arg(|W_i| \circ x^\lambda)\) is constant for all \(\lambda > 0\).

The distinction between \(\lambda_i^+\) and \(\lambda_i^-\) will tell us whether the elements \(j\) that will enter \(\arg(|W_i| \circ x^\lambda)\) correspond to tropically positive entries \(W_{ij} \in \mathbb{T}^+\) or to tropically negative entries \(W_{ij} \in \mathbb{T}^-\). This distinction is crucial in order to detect when \(x^\lambda\) saturate a new inequality.

Indeed, the interpretation of \(\lambda_i^+\) and \(\lambda_i^-\) differs when one looks at the evolution of \(W_i^+ \circ x^\lambda\) and \(W_i^- \circ x^\lambda\) with \(\lambda \geq 0\) (see Figure 7.1). We have:

\[
W_i^+ \circ x^\lambda = \begin{cases} 
W_i^+ \circ \xi & \text{if } 0 \leq \lambda \leq \lambda_i^+ \\
(W_i^+ \circ \xi) + \lambda - \lambda_i^+ & \text{if } \lambda > \lambda_i^+
\end{cases}
\]
\[
W_i^- \circ x^\lambda = \begin{cases} 
W_i^- \circ \xi & \text{if } 0 \leq \lambda \leq \beta_i^- \\
(W_i^+ \circ \xi) + \lambda - \lambda_i^- & \text{if } \lambda > \beta_i^-
\end{cases}
\] (7.3)

where \(\beta_i^- = \lambda_i^- + (W_i^- \circ \xi) - (W_i^+ \circ \xi)\). In particular \(\beta_i^- \leq \lambda_i^-\) and equality holds when \(i \in K\).

The endpoint \(\xi'\) of the segment \([\xi, \xi'] = \{\xi + \lambda \epsilon^J \mid 0 \leq \lambda \leq \mu\}\) is either a breakpoint or a basic point. We will prove that it is a basic point if a new hyperplane node \(i_{\text{ent}} \notin K\).
“appears” in the tangent digraph. In that case the index $i_{\text{ent}}$ must belong to the following set:

$$\text{Ent}(\xi, J) := \{ i \in [m] \setminus K \mid \arg(W_i^+ \circ \xi) \cap J = \emptyset \}.$$  

Note that $\text{Ent}(\xi, J)$ can also be defined as the set of $i \in [m] \setminus K$ such that $\lambda_i^+ > 0$.

We shall see that $\xi'$ is a breakpoint if a hyperplane node $k^* \in K$ “acquires” a new arc, and thus become of degree $(2, 1)$ or $(1, 2)$. Such a node $k^*$ must be an element of the following set:

$$\text{Br}(\xi, J) := \{ i \in K \mid \arg(W_i^+ \circ \xi) \cap J = \emptyset \text{ and } \arg(W_i^- \circ \xi) \cap J = \emptyset \}.$$  

Alternatively, $i \in K$ belongs to $\text{Br}(\xi, J)$ if and only if $\min(\lambda_i^+, \lambda_i^-) > 0$.

We already mentioned that the notation $i_{\text{ent}}$ (and so, $\text{Ent}(\xi, J)$) and $i_{\text{out}}$ is chosen by analogy with the entering or leaving indices in the classical simplex method. Note that the set $\text{Br}(\xi, J)$ does not have any classical analog. It represents intermediate indices which shall be examined before a leaving index is found.

When this does not bear the risk of confusion, we simply use the notations $\text{Br}$ and $\text{Ent}$.

**Proposition 7.5.** Let $\{ \xi + \lambda e^J \mid 0 \leq \lambda \leq \mu \}$ be an ordinary segment of a tropical edge $E_K$. The following properties hold:

(i) the length $\mu$ of the segment is the greatest scalar $\lambda \geq 0$ satisfying the following conditions:

$$\lambda \leq \min(\lambda_i^+, \lambda_i^-) \quad \text{for all } i \in \text{Br},$$  

$$\lambda \leq \lambda_i^- \quad \text{for all } i \in \text{Ent} \text{ such that } \lambda_i^- \leq \lambda_i^+.$$  

(ii) if $\mu = \lambda_{i_{\text{ent}}}^-$ for some $i_{\text{ent}} \in \text{Ent}$, then $\xi + \mu e^J$ is a basic point for the basis $K \cup \{i_{\text{ent}}\}$.

(iii) if $\mu = \min(\lambda_k^+, \lambda_k^-)$ for some $k \in \text{Br}$, then $\xi + \mu e^J$ is a breakpoint.

**Proof.** Let $x^\lambda := \xi + \lambda e^J$ for all $\lambda \geq 0$. First, we claim that $x^\lambda$ belongs to $E_K$ if $\lambda$ satisfies (7.4). To that end, we shall use repeatedly the evolution of $W_i^+ \circ x^\lambda$ and $W_i^- \circ x^\lambda$ with $\lambda$ described in (7.3). We need to show that $x^\lambda \in H_i$ for $i \in K$ and that $x^\lambda \in H_i^\pm$ for $i \in [m] \setminus K$. Consider an $i \in \text{Br}$. Then $\beta_i^- = \lambda_i^-$. Therefore, for all $0 \leq \lambda \leq \min(\lambda_i^+, \lambda_i^-)$ we have $x^\lambda \in H_i$ since:

$$W_i^+ \circ x^\lambda = W_i^+ \circ \xi = W_i^- \circ x^\lambda = W_i^- \circ x^\lambda.$$  

Let $i \in K \setminus \text{Br}$. Then by Lemma 7.2, $\arg(W_i^+ \circ \xi) \cap J$ and $\arg(W_i^- \circ \xi) \cap J$ are both non-empty. Thus $\lambda_i^+ = \lambda_i^- = \beta_i^- = 0$. Therefore, $x^\lambda \in H_i$ for all $\lambda \geq 0$ since in this case:

$$W_i^+ \circ x^\lambda = (W_i^+ \circ \xi) + \lambda = W_i^- \circ x^\lambda.$$  

We now examine the half-spaces $H_i^\pm$ where $i \in [m] \setminus K$. If $i \in \text{Ent}$ then $\arg(W_i^+ \circ \xi) \cap J \neq \emptyset$. Consequently, $\lambda_i^+ = 0$. Thus $x^\lambda \in H_i^\pm$ for all $\lambda \geq 0$ as we have:

$$W_i^+ \circ x^\lambda = (W_i^+ \circ \xi) + \lambda \geq \max(W_i^- \circ \xi, (W_i^+ \circ \xi) + \lambda - \lambda_i^-) = W_i^- \circ x^\lambda.$$
If \( i \in \text{Ent} \) and \( 0 \leq \lambda \leq \min(\lambda^+_i, \lambda^-_i) \), then \( x^\lambda \in \mathcal{H}^2_i \). Indeed:

\[
W_i^+ \odot x^\lambda = W_i^+ \odot \xi \geq \max(W_i^- \odot \xi, (W_i^+ \odot \xi) + \lambda - \lambda^-_i) = W_i^- \odot x^\lambda.
\]

Now if furthermore \( \lambda^+_i < \lambda^-_i \), then, for \( \lambda \geq \lambda^+_i \), we have

\[
W_i^+ \odot x^\lambda = (W_i^+ \odot \xi) + \lambda - \lambda^+_i \geq \max(W_i^- \odot \xi, (W_i^+ \odot \xi) + \lambda - \lambda^-_i) = W_i^- \odot x^\lambda.
\]

We conclude that if \( i \in \text{Ent} \) and \( \lambda^+_i < \lambda^-_i \), then \( x^\lambda \in \mathcal{H}^2_i \) for all \( \lambda \geq 0 \).

Second, we claim that the solution set of the inequalities (7.4) admits a greatest element \( \lambda^* \in \mathbb{R} \). By contradiction, suppose that \( x^\lambda \in \mathcal{E}_K \) for all \( \lambda \geq 0 \). Recall that \( e^J \) and \( -e^{[n+1]\setminus J} \) coincide as elements of \( \mathbb{T}^n \). Consequently the half-ray \( \{ \xi - \lambda e^{[n+1]\setminus J} \mid \lambda \geq 0 \} \) is contained in \( \mathcal{E}_K \), and thus in \( C \). Since \( C \) is closed, it contains the point \( y \in \mathbb{T}^{n+1} \) defined by \( y_j = \xi_j \) if \( j \in J \) and \( y_j = 0 \) otherwise. As \( J \subseteq [n+1] \), this contradicts Assumption \( \text{F} \).

Third, we claim that \( \lambda^* = \mu \). To prove the claim is sufficient to show that \( x^{\lambda^*} \) is either a breakpoint or a basic point of \( \mathcal{E}_K \). We distinguish two cases:

(a) \( \lambda^* = \lambda^-_{i_{\text{ent}}} \leq \lambda^-_i \) for some \( i_{\text{ent}} \in \text{Ent} \). Then \( W_{i_{\text{ent}}}^+ \odot x^{\lambda^*} = W_{i_{\text{ent}}}^- \odot x^{\lambda^*} \) by (7.3). Moreover, \( W_{i_{\text{ent}}}^+ \odot \xi > 0 \) by Assumptions \( \text{A} \) and \( \text{F} \). As a consequence, \( i_{\text{ent}} \notin K \) is a hyperplane node in the tangent graph \( \mathcal{G}_{x^{\lambda^*}} \). By Proposition 7.3, we conclude that \( x^{\lambda^*} \) is a basic point for the set \( K \cup \{i_{\text{ent}}\} \).

(b) \( \lambda^* = \min(\lambda^+_k, \lambda^-_k) \) for some \( k \in \text{Br} \). In that case, by (7.2), we have:

\[
\arg(|W_i| \odot x^{\lambda^*}) = \arg(|W_i| \odot \xi) \cup \arg \max_{j \in J} (|W_{ij}| + \xi_j).
\]

The hyperplane node \( k \in K \) has at least two incident arcs in \( \mathcal{G}_k \) by Proposition 7.3. Consequently, the set \( \arg(|W_i| \odot \xi) \) contains at least two elements. Moreover, \( \arg \max_{j \in J} (|W_{ij}| + \xi_j) \) contains at least one element. Hence, the set \( \arg(|W_i| \odot x^{\lambda^*}) \) contains at least three elements, i.e., in the tangent digraph \( \mathcal{G}_{x^{\lambda^*}} \), the hyperplane node \( k \in K \) has at least three incident arcs. By Proposition 7.3, the point \( x^{\lambda^*} \) must be a breakpoint.

Note that the cases (a) and (b) above also prove (ii) and (iii). \( \square \)

**Example 7.6.** We now have all the ingredients required to perform a tropical pivot. Feasible directions are given by Proposition 7.3 while Proposition 7.5 provides the lengths of ordinary segments and the stopping criterion.

Let us illustrate this on our running example. We start from the basic point \( (4, 4, 2) \) (i.e., the point \( (4, 4, 2, 0) \) in \( \mathbb{T}^n \)) given by \( I = \{H_4, H_2, H_3\} \), and we move along the edge \( \mathcal{E}_K \), where \( K = \{H_4, H_2\} \). The tangent digraph at \( (4, 4, 2) \) is depicted in the bottom right of Figure 4.7. By Proposition 7.3 (i), the initial direction is \(-e^{(1,2,3)}\), i.e., \( J = \{4\} \). By definition, \( \text{Br} \) is formed by the hyperplane nodes which are not adjacent...
Let Proposition 7.7. would be naively in $O$ digraph at each breakpoint, in which case the time complexity of the pivoting operation tangent digraph along the tropical edge. This avoids computing from scratch the tangent digraph. Our implementation of the pivoting operation relies on the incremental update of the tangent digraph. 

7.1.4 Incremental update of the tangent digraph

As a result, the length of the initial ordinary segment is $\mu = 2$, given by $\mu = \lambda^+_{H_3} \leq \lambda^+_{H_4}$. As $H_2 \in Br$, the point $(4, 4, 2) - 2e^{1(2)} = (2, 2, 0)$ is a breakpoint.

The next feasible direction is $-e^{(1, 2)}$ as $J = \{3, 4\}$. We still have $\text{Ent} = \{H_3, H_4\}$ but now $\text{Br} = \{H_4\}$. The length of this ordinary segment is $\mu = 1 = \lambda^+_{H_4}$. Consequently, we reach the breakpoint $(1, 1, 0) = (2, 2, 0) - 1e^{1(2)}$, where the next feasible direction, $-e^{(2)}$, is given by $J = \{1, 3, 4\}$. The set $\text{Br}$ is now empty and $\text{Ent} = \{H_4\}$. Clearly, $\mu = 1 = \lambda^+_{H_4}$. As $H_4 \in \text{Ent}$, the next endpoint $(1, 0, 0) = (1, 1, 0) - e^{(2)}$ is a basic point.

7.1 Pivoting between two tropical basic points

Our implementation of the pivoting operation relies on the incremental update of the tangent digraph along the tropical edge. This avoids computing from scratch the tangent digraph at each breakpoint, in which case the time complexity of the pivoting operation would be naively in $O(n^2m)$.

Proposition 7.7. Let $[\xi, \xi'] = \{\xi + \lambda e^I \mid 0 \leq \lambda \leq \mu\}$ be an ordinary segment of $E_K$.

(i) every point in $[\xi, \xi']$ has the same tangent digraph $\mathcal{G}_{[\xi, \xi']}$, which is a subgraph of both $\mathcal{G}_{\xi}$ and $\mathcal{G}_{\xi'}$.

(ii) if $\xi$ is a basic point, i.e., $\xi = x_{K \cup \{i_{out}\}}$ for a given $i_{out} \notin K$, then $\mathcal{G}_{[\xi, \xi']} = \mathcal{G}_{\xi} \setminus \{i_{out}\}$.

(iii) if $\xi'$ is a breakpoint, then there exists a unique $k^* \in \text{Br}$ such that $\mu = \min(\lambda^+_k, \lambda^-_k)$, and the set $\arg \max_{j \in J} (|W_{k^*j}| + \xi_j)$ is reduced to a singleton $\{l^*\}$. Moreover, $\mathcal{G}_{\xi'} = \mathcal{G}_{[\xi, \xi']} \cup \{a_{new}\}$, where $a_{new}$ is an arc between $k^*$ and $l^*$, oriented from $l^*$ to $k^*$ if $\lambda^+_k < \lambda^-_{k^*}$, and from $k^*$ to $l^*$ otherwise.
(iv) if $[\xi', \xi'']$ is the next ordinary segment in $E_K$, then
\[ \overrightarrow{G}_{\xi', \xi''} = \overrightarrow{G}_{\xi'} \setminus \{ a_{old} \} . \]
where $a_{old}$ is the unique arc incident to $k^*$ with the same orientation as $a_{new}$ in $\overrightarrow{G}_{\xi'}$.

An illustration of (iii) is given in Figure 7.2.

**Proof.** Let $x^\lambda := \xi + \lambda e^J$.

(i) Any point in $[\xi, \xi']$ is of the form $x^\lambda$ for some $0 < \lambda < \mu$. Consider such a $\lambda$. By Proposition 7.3, the tangent digraph $\overrightarrow{G}_{x^\lambda}$ admits $[n + 1]$ as its set of coordinate nodes, and the set of hyperplane nodes always contains $K$.

We now prove that the set of arcs is constant, i.e., we show that for any $i \in K$, the set $\text{arg}(|W_i| \odot x^\lambda)$ does not depend on $\lambda \in ]0, \mu[$. Consider a $i \in \text{Br}$. We have $\lambda < \mu$, then in particular $\lambda < \min(\lambda^+_i, \lambda^-_i)$ by Proposition 7.5. Hence, we have $\text{arg}(|W_i| \odot x^\lambda) = \text{arg}(|W_i| \odot \xi)$ by (7.2). Otherwise, let $i \in K \setminus \text{Br}$. Then, $\text{arg}(W_i^+ \odot \xi) \cap J$ and $\text{arg}(W_i^- \odot \xi) \cap J$ are both non-empty, by Lemma 7.2. Consequently, $\min(\lambda^+_i, \lambda^-_i) = 0$ by definition of $\lambda^+_i, \lambda^-_i$. It follows that $\lambda > \min(\lambda^+_i, \lambda^-_i)$. Hence, $\text{arg}(|W_i| \odot x^\lambda) = \text{arg}(|W_i| \odot x^\lambda + \xi_j)$ by (7.2).

(ii) By Proposition 7.3 (C2), $\overrightarrow{G}_{\xi, \xi'}$ does not contain the hyperplane node $i_{out}$. As $\overrightarrow{G}_{\xi, \xi'}$ is a subdigraph of $\overrightarrow{G}_{\xi'}$ by (i), we deduce that it is also a subdigraph of $\overrightarrow{G}_{\xi} \setminus \{ i_{out} \}$. By
Proposition 7.3 again, the only subdigraph of $\overline{G}_\xi \setminus \{i_{\text{out}}\}$ that can be a tangent digraph at a point in $\mathcal{E}_K$ is $\overline{G}_\xi \setminus \{i_{\text{out}}\}$.

(iii) Since $\xi'$ is a breakpoint, we have $\mu = \min(\lambda_k^+, \lambda_k^-)$ for some $k \in \mathrm{Br}$ by Proposition 7.5. First assume that $\mu = \lambda_k^+$ for some $k \in \mathrm{Br}$. In that case, observe that

$$\arg\max_{j \in J} (|W_{kj}| + \xi_j) = \arg\max_{j \in J} (W_{kj}^+ + \xi_j).$$

Let $l \in \arg\max_{j \in J}(W_{lj}^+ + \xi_j)$. Then for all $0 < \lambda < \mu$, we have $W_{kl}^+ + x_l^\lambda < W_k^+ \circ x_l^\lambda$, while $W_{kl}^+ + x_l^\mu = W_k^+ \circ x_l^\mu$. It follows that the arc $(l, k)$ does not belong to $\overline{G}_{\xi', \xi''}$, whereas it appears in $\overline{G}_{\xi'}$, oriented from $l$ to $k$. We deduce that $\overline{G}_{\xi', \xi''} \cup \{(l, k)\}$ is a subgraph of $\overline{G}_{\xi'}$ by Proposition 7.3. Moreover, if $\arg\max_{j \in J}(W_{kj}^+ + \xi_j)$ contains two distinct nodes $l, l'$. Then, by the argument above, $\overline{G}_{\xi', \xi''} \cup \{\{l, k\}, \{l', k\}\}$ is a subdigraph of $\overline{G}_{\xi'}$. This contradicts Proposition 7.3.

Second, if $\mu = \lambda_k^-$, then the arguments above show that $\overline{G}_{\xi'} = \overline{G}_{\xi', \xi''} \cup \{(k, l)\}$, where $l$ is the unique element in the set

$$\arg\max_{j \in J} (|W_{kj}^*| + \xi_j) = \arg\max_{j \in J} (W_{kj}^- + \xi_j).$$

Third, if $\lambda_k^- = \lambda_k^+$, then, by the arguments above, the hyperplane node $k$ would have at least two incoming and two outgoing arcs in the tangent digraph at $\xi'$, a contradiction with Proposition 7.3.

Finally, suppose that $\mu = \min(\lambda_k^+, \lambda_k^-) = \min(\lambda_k^+, \lambda_k^-)$ for two distincts $k, k' \in \mathrm{Br}$. Then, the hyperplane nodes $k$ and $k'$ would both have at least three adjacent arcs in $\overline{G}_{\xi'}$, again a contradiction with Proposition 7.3.

(iv) By applying (ii) to the segment $[\xi', \xi'']$, we know that $\overline{G}_{\xi', \xi''}$ is a subdigraph of $\overline{G}_{\xi'}$. By Proposition 7.3, the hyperplane node $k^*$ has degree $(1, 1)$ in $\overline{G}_{\xi', \xi''}$. Thus, the digraph $\overline{G}_{\xi', \xi''}$ is either equal to $\overline{G}_{\xi'} \setminus \{a_{\text{new}}\}$ or $\overline{G}_{\xi'} \setminus \{a_{\text{old}}\}$. As the former corresponds to the tangent digraph $\overline{G}_{\xi', \xi''}$, we deduce that $\overline{G}_{\xi', \xi''} = \overline{G}_{\xi'} \setminus \{a_{\text{old}}\}$. Indeed, the segment $[\xi', \xi'']$ is directed by $J'$. By Proposition 7.3, the set $J'$ correspond to the coordinate nodes in one of the connected components of $\overline{G}_{\xi', \xi''}$. Similarly, the set $J$ governing the direction of $[\xi, \xi']$ correspond to a connected component in $\overline{G}_{\xi', \xi''}$. By Proposition 7.1, we have $J \neq J'$. Consequently, the graphs $\overline{G}_{\xi', \xi''}$ and $\overline{G}_{\xi', \xi''}$ must be distinct.

**Proposition 7.8.** Let $[\xi, \xi'] \cup [\xi', \xi'']$ be two consecutive ordinary segments of $\mathcal{E}_K$, where $[\xi, \xi'] = \{\xi + \lambda e^\xi \mid 0 \leq \lambda \leq \mu\}$ and $[\xi', \xi''] = \{\xi' + \lambda e^{\xi'} \mid 0 \leq \lambda \leq \mu\}$. Moreover, let $k^*$ be the unique hyperplane node of $\overline{G}_{\xi'}$ of degree $(2, 1)$ or $(1, 2)$ and let $a_{\text{old}}, a_{\text{new}}$ be the two arcs incident to $k^*$ with the same orientation. Denote by $\overline{D}$ the connected component of $\overline{G}_{\xi'} \setminus \{a_{\text{old}}, a_{\text{new}}\}$ that contains $k^*$. Then:

(i) $J' = J \cup \{j \in [n + 1] \mid j \text{ is a coordinate node in } \overline{D}\}$

(ii) $\mathrm{Br}(\xi', J') = \mathrm{Br}(\xi, J) \setminus \{i \in [m] \mid i \text{ is a hyperplane node in } \overline{D}\}$
\(\overset{\cdot}{C}\) weakly connected components,

**Proof.**

(i) According to Proposition 7.3 (C2), the digraph \(\overset{\cdot}{C}\) consists of two weakly connected components, \(\overset{\cdot}{C}_+\) and \(\overset{\cdot}{C}_-\), and \(J\) is the set of coordinate nodes in one of these components, say \(\overset{\cdot}{C}_+\).

Let \(i^* \in J\) be the coordinate node incident to \(a_{\text{new}}\), as described in Proposition 7.7.iii. The tangent digraph at \(\xi'\) is equal to \(\overset{\cdot}{G}_{\xi'} = \overset{\cdot}{C}_+ \cup \overset{\cdot}{C}_- \cup \{a_{\text{new}}\}\). Since \(\overset{\cdot}{G}_{\xi'}\) is connected, and \(i^* \in \overset{\cdot}{C}_+\), the hyperplane node \(k^*\) belongs to \(\overset{\cdot}{C}_-\). Thus the arc \(a_{\text{old}}\) also belongs to \(\overset{\cdot}{C}_-\). Observe that \(\overset{\cdot}{D}\) is a subgraph of \(\overset{\cdot}{C}_-\). In fact, \(\overset{\cdot}{C}_- \setminus \{a_{\text{old}}\}\) can be decomposed into two connected components \(\overset{\cdot}{C}_-^\prime\) and \(\overset{\cdot}{D}\), where \(\overset{\cdot}{D}\) contains \(k^*\).

In the next segment, the tangent digraph is \(\overset{\cdot}{G}_{\xi',\xi''} = \overset{\cdot}{C}_+ \cup \overset{\cdot}{C}_- \cup \{a_{\text{new}}\}\) \(\setminus\{a_{\text{old}}\}\). It consists of two connected components. Let \(\overset{\cdot}{C}_+^\prime\) denote the component that contains the hyperplane node \(k^*\). Then observe that \(\overset{\cdot}{C}_+^\prime = \overset{\cdot}{C}_+ \cup \overset{\cdot}{D} \cup \{a_{\text{new}}\}\). Moreover, the second connected component of \(\overset{\cdot}{G}_{\xi',\xi''}\) is \(\overset{\cdot}{C}_-^\prime\).

The two feasible directions in \([\xi',\xi'']\), are \(e'\) and \(-e'\) \(\equiv e^{n+1}\setminus J\). The set \(J'\) is set of coordinate nodes in either \(\overset{\cdot}{C}_+^\prime\) or \(\overset{\cdot}{C}_-^\prime\), by Proposition 7.3 (C2). We know that \(J \subseteq J'\) by Proposition 7.1. Hence \(J'\) is the set of coordinate nodes in \(\overset{\cdot}{C}_-^\prime\) and thus \(J' = J \cup \Delta\).

(ii) By definition of \(\overset{\cdot}{D}\), we have \(\min(\lambda^+_{\xi'}(\xi, J), \lambda^-_{\xi'}(\xi, J)) > 0\) for all \(i \in \overset{\cdot}{D}(\xi, J)\). Using (7.2), it follows that \(\arg(|W_i + \xi + \lambda e'\rangle) = \arg(|W_i + \xi\rangle)\) for all \(\lambda > 0\) small enough. Consequently, \(\overset{\cdot}{D}(\xi, J) = \overset{\cdot}{D}(\xi + \lambda e', J)\) for \(\lambda > 0\) small enough. Hence, \(\overset{\cdot}{D}(\xi, J)\) is exactly the set of hyperplane nodes in the connected component \(\overset{\cdot}{C}_-^\prime\) of \(\overset{\cdot}{G}_{\xi',\xi''}\), where \(\overset{\cdot}{C}_-^\prime\) is defined above. Similarly, \(\overset{\cdot}{D}(\xi', J')\) is exactly the set of hyperplane nodes in the connected component \(\overset{\cdot}{C}_-^\prime\) of \(\overset{\cdot}{G}_{\xi',\xi''}\). The difference between these two sets corresponds to the hyperplane nodes in \(\overset{\cdot}{D}\).

(iii) First observe that \(\overset{\cdot}{D}(\xi', J') \subseteq \overset{\cdot}{D}(\xi, J)\). Indeed, consider an \(i \in K \setminus \overset{\cdot}{D}(\xi, J)\). Then \(\arg(W_i^+ + \xi) \cap J \neq \emptyset\), which implies \(\arg(W_i^+ + \xi') \subseteq J\). Using the inclusion \(J \subseteq J'\), we obtain that \(\arg(W_i^+ + \xi') \cap J' \neq \emptyset\), and therefore \(i \notin \overset{\cdot}{D}(\xi', J')\).

Second if \(i \in \overset{\cdot}{D}(\xi, J)\) satisfies \(\mu \geq \lambda^+_{\xi'}(\xi, J)\) then \(\arg(W_i^+ + \xi')\) intersects \(J \subseteq J'\), thus \(i \notin \overset{\cdot}{D}(\xi', J')\). As a consequence:

\[\overset{\cdot}{D}(\xi', J') \subseteq \{i \in \overset{\cdot}{D}(\xi, J) \mid \mu < \lambda^+_{\xi'}(\xi, J)\}. \tag{7.5}\]

Finally for any \(i \in \overset{\cdot}{D}(\xi', J')\), we have \(\mu < \lambda^+_{\xi'}(\xi, J)\) and therefore \(\arg(W_i^+ + \xi') = \arg(W_i^+ + \xi)\).
(iv) Using (7.5) let us consider an \( i \in \text{Ent}(\xi, J) \) such that \( \mu < \lambda_i^+ (\xi, J) \). Then, as above, \( \arg(W_i^+ \circ \xi) = \arg(W_i^+ \circ \xi) \). Moreover, \( i \in \text{Ent}(\xi, J) \) implies \( \arg(W_i^+ \circ \xi) \cap J = \emptyset \). Thus \( \arg(W_i^+ \circ \xi) \cap J = \emptyset \) if and only if \( \arg(W_i^+ \circ \xi) \cap (J' \setminus J) = \emptyset \).

(v) Consider \( i \in \text{Ent}(\xi', J') \cup \text{Br}(\xi', J') \). If \( i \in \text{Ent}(\xi', J') \) then \( \mu < \lambda_i^+ (\xi, J) \) by (7.5). Otherwise, if \( i \in \text{Br}(\xi', J') \), then \( i \in \text{Br}(\xi, J) \) by (II) and thus \( \mu \leq \lambda_i^+ (\xi, J) \) by (7.4). In both cases, we obtain \( W_i^+ \circ \xi' = W_i^+ \circ \xi \).

Let us rewrite \( \lambda_i^+ (\xi', J') \) as follows:

\[
\lambda_i^+ (\xi', J') = \min \left( (W_i^+ \circ \xi') - \max_{j \in J} (W_{ij}^+ + \xi'_j), (W_i^+ \circ \xi') - \max_{j \in J' \setminus J} (W_{ij}^+ + \xi_j) \right).
\]

We saw that \( W_i^+ \circ \xi' = W_i^+ \circ \xi \). Furthermore, \( \xi'_j = \xi_j + \mu \) if \( j \in J \) and \( \xi'_j = \xi_j \) otherwise. Thus the first term of the minimum above is equal to:

\[
(W_i^+ \circ \xi) - \max_{j \in J} (W_{ij}^+ + \xi + \mu) = \lambda_i^+ (\xi, J) - \mu.
\]

The second term satisfies:

\[
(W_i^+ \circ \xi') - \max_{j \in J' \setminus J} (W_{ij}^+ + \xi'_j) = (W_i^+ \circ \xi) - \max_{j \in J' \setminus J} (W_{ij}^+ + \xi_j).
\]

The same argument holds for \( \lambda_i^- (\xi', J') \).

\[\square\]

### 7.1.5 Linear-time pivoting

We now present an algorithm (Algorithm 5) allowing to move along an ordinary segment \( [\xi, \xi'] = \{ \xi + \lambda \varepsilon^J \mid 0 \leq \lambda \leq \mu \} \) of the tropical edge \( \mathcal{E}_K \). This algorithm takes as input the initial endpoint \( \xi \), together with some auxiliary data, including the set \( J \) encoding the direction of the segment \( [\xi, \xi'] \), the tangent digraph in \( ]\xi, \xi'[ \), the sets \( \text{Ent}(\xi, J) \) and \( \text{Br}(\xi, J) \), etc. We also define, for \( j \in [m] \), the sets

\[
\delta_j(\xi, J) := \{ i \in \text{Ent}(\xi, J) \mid j \in \arg(W_i^+ \circ \xi) \}.
\]

It also uses a Boolean matrix \( M \), such that \( M_{ij} = \text{true} \) for the pairs \( (i, j) \in \text{Ent}(\xi, J) \times [n + 1] \) if and only if \( j \in \arg(W_i^+ \circ \xi) \). We shall see in the main pivoting algorithm that we will not need to update this matrix when pivoting over the whole tropical edge.

Algorithm 5 returns the other endpoint \( \xi' \). On top of that, if \( \xi' \) is a breakpoint of \( \mathcal{E}_K \), it provides the set \( J' \) corresponding to the direction of the next ordinary segment \( [\xi', \xi''] \) of \( \mathcal{E}_K \), some additional data corresponding to \( \xi', J' \) (for instance the sets \( \text{Ent}(\xi', J') \) and \( \text{Br}(\xi', J') \)), and the digraph \( \mathcal{G}_{\xi', \xi'', J'} \).

Several kinds of data structures are manipulated in Algorithm 5 and we need to specify the complexity of the underlying operations. Arithmetic operations over \( \mathbb{T} \) are supposed to be done in time \( O(1) \). Tangent digraphs are represented by adjacency lists. They are of size \( O(n) \), and so they can be visited in time \( O(n) \). Matrices are stored as
two dimensional arrays, so an arbitrary entry can be accessed in \(O(1)\). Vectors and the values \(W_i^+ \odot \xi, \lambda_i^+(\xi, J)\) and \(\lambda_i^-(\xi, J)\) for \(i \in [m]\) are stored as arrays of scalars.

Apart from \(\Delta = J' \setminus J\), sets are represented as Boolean arrays, so that testing membership takes \(O(1)\). The set \(\Delta\) is stored as a list, thus iterating over its elements can be done in \(O(|\Delta|)\).

**Proposition 7.9.** Algorithm 3 is correct, and its time complexity is bounded by \(O(n + m|J' \setminus J|)\).

*Proof.* The correctness of the highlighted parts of the algorithm straightforwardly follows from the corresponding results given in annotations.

**Complexity:** At Lines 8 and 10 the operations of removing or adding an arc can be performed in \(O(n)\) by visiting the digraphs. Identifying the arc \(a_{\text{odd}}\) at Line 9 amounts to iterate over the arcs incident to \(k^*\), and there is exactly 3 such arcs by Proposition 7.3.

Computing the sets \(\Delta\) and \(\Xi\) between Lines 11 and 14 uses \(O(n)\) operations, as the graph \(\mathcal{G}_V\) contains \(O(n)\) nodes and edges. Moreover, the sets \(\Delta \subseteq [n + 1]\) and \(\Xi \subseteq K\) are of size \(O(n)\), thus updating \(J\) and \(\mathcal{B}\) uses \(O(n)\) operations.

At Line 15 we visit the \(O(m)\) elements \(\mathcal{E}(\xi, J)\). For each \(i \in \mathcal{E}(\xi, J)\), we first test in \(O(1)\) whether \(\mu < \lambda_i^+(\xi, J)\). Second, we iterate over the elements \(j \in \Delta\) and test whether \(j \in \operatorname{arg}(W_i^+ \odot \xi)\) using the Boolean matrix \(M\). Since there is \(|J' \setminus J|\) elements in \(\Delta\), and since any entry of \(M\) can be accessed in \(O(1)\), we obtain an overall complexity of \(O(m|J' \setminus J|)\).

Computations at Lines 18 and 19 are done by iterating over elements \(j \in \Delta\) and then retrieving the values of \(W_i^+ \odot \xi, W_{ij}^+, W_{ij}^-\) and \(\xi_j\). Since these values are stored in arrays, they can be accessed to in constant time. Therefore, \(\lambda_i^+(\xi', J')\) and \(\lambda_i^-(\xi', J')\) are computed in time \(O(|\Delta|) = O(|J' \setminus J|)\). The complexity of other operations is easily obtained. In total, the complexity of the algorithm is \(O(n + m|J' \setminus J|)\).

**Theorem 7.10.** Algorithm 6 allows to pivot from a basic point along a tropical edge in time \(O(n(m + n))\) and space \(O(mn)\).

*Proof.* First observe that the matrix \(M\) initially defined at Line 6 does not need to be updated during the iterations of the loop from Lines 8 to 11. Indeed, let \([\xi, \xi']\) and \([\xi', \xi'']\) be two consecutive ordinary segments of direction \(e_j^+\) and \(e_j^-\) respectively. By Proposition 7.8, we have the inclusion \(\mathcal{E}(\xi', J') \subseteq \mathcal{E}(\xi, J)\) and the equality \(\operatorname{arg}(W_i^+ \odot \xi) = \operatorname{arg}(W_i^+ \odot \xi)\) for all \(i \in \mathcal{E}(\xi', J')\). It follows that if \(M_{ij}\) determines whether \(j \in \operatorname{arg}(W_i^+ \odot \xi)\) for all \(i \in \mathcal{E}(\xi, J)\), it can be used as well to determine whether \(j \in \operatorname{arg}(W_i^+ \odot \xi)\) for all \(i \in \mathcal{E}(\xi', J')\).

Then, the correctness of the algorithm follows from Proposition 7.7, 6.3 (for the computation of \(\mathcal{G}_E, \mathcal{G}_V\) at Line 2), Proposition 7.3 (for the computation of \(J\) at Line 3), and Proposition 7.9.

The complexity of the operations from Lines 4 to 7 can easily be verified to be in \(O(mn)\). Let \(q \leq n\) be the number of iterations of the loop from Lines 8 and 11, and let
Algorithm 5: Traversal of an ordinary segment of an tropical edge

Input: An endpoint $\xi$ of an ordinary segment $[\xi, \xi']$ of a tropical edge $E_K$ and:
- the set $J$ encoding the direction $e_J$ of $[\xi, \xi'] = \{\xi + \lambda e_J : 0 \leq \lambda \leq \mu\}$
- the tangent digraph $\mathcal{G}_{[\xi, \xi']}$ in the relative interior of $[\xi, \xi']$
- the sets $\text{Ent}(\xi, J)$ and $\text{Br}(\xi, J)$
- the scalars $W^+_{\xi, J} \circ \xi$, $\lambda^+_J(\xi, J)$ and $\lambda^-_{\xi, J}(\xi, J)$ for $i \in \text{Br}(\xi, J) \cup \text{Ent}(\xi, J)$
- a Boolean matrix $M$ such that $M_{ij} = \text{true}$ only for the $i \in \text{Ent}(\xi, J)$ and $j \in [n+1]$ such that $j \in \arg(W^+_{\xi, J} \circ \xi)$

Output: The other endpoint $\xi'$ and,
- if $\xi'$ is a basic point, the integer $i_{\text{ext}} \notin K$ such that $\xi' = x_{K \cup \{i_{\text{ext}}\}}$;
- if $\xi'$ is a breakpoint:
  - the set $J'$ encoding the direction $e_{J'}$ of the next ordinary segment $[\xi', \xi''']$
  - the tangent digraph $\mathcal{G}_{[\xi', \xi''']}$
  - the scalars $W^+_{\xi', J'} \circ \xi'$, $\lambda^+_J(\xi', J')$ and $\lambda^-_{\xi, J'}(\xi', J')$ for $i \in \text{Br}(\xi', J') \cup \text{Ent}(\xi', J')$

1. $\mu \leftarrow \min\{\min(\lambda^+_J(\xi, J), \lambda^-_{\xi, J}(\xi, J)) : i \in \text{Br}(\xi, J) \text{ or } (i \in \text{Ent}(\xi, J) \text{ and } \lambda^-_{\xi, J}(\xi, J) \leq \lambda^+_J(\xi, J))\}$ \(O(m)\)
2. $\xi' \leftarrow \xi + \mu e_J$ \(O(n)\)
3. if $\mu = \lambda^+_{\xi, J}$ for some $i_{\text{ext}} \in \text{Ent}(\xi, J)$ then
   - return $(\xi', i_{\text{ext}})$ \(\xi' \text{ is a basic point}\)
4. $k^*$ ← the unique element of $\text{Br}(\xi, J)$ such that $\mu = \min(\lambda^+_J(\xi, J), \lambda^-_{\xi, J}(\xi, J))$ \(\xi' \text{ is a breakpoint}\)
5. $l^*$ ← the unique element in $\arg\max_{j \in J} |W^+_{\xi, J} | + \xi_j$ \(O(n)\)
6. $a_{\text{new}}$ ← the arc from $l$ to $k^*$ if $\lambda^+_J(\xi, J) < \lambda^-_{\xi, J}(\xi, J)$, the arc from $k^*$ to $l$ otherwise \(O(1)\)
7. $\mathcal{G}_{\xi'} \leftarrow \mathcal{G}_{[\xi, \xi']} \cup \{a_{\text{new}}\}$ \(O(n)\)
8. $\mathcal{G}_{\xi'} \leftarrow \mathcal{G}_{\xi'} \setminus \{a_{\text{old}}\}$ \(O(n)\)
9. $\Delta$ ← coordinate nodes of $\mathcal{G}_{\xi'} \setminus \{a_{\text{old}}, a_{\text{new}}\}$ connected to $k^*$ \(O(n)\)
10. $\Xi$ ← hyperplane nodes of $\mathcal{G}_{\xi'} \setminus \{a_{\text{old}}, a_{\text{new}}\}$ connected to $k^*$ \(O(n)\)
11. $\text{Br}(\xi', J') \leftarrow \text{Br}(\xi, J) \setminus \Xi$ \(O(n)\)
12. $\text{Ent}(\xi', J') \leftarrow \{i \in \text{Ent}(\xi, J) : \mu < \lambda^+_{\xi, J}(\xi, J) \text{ and } \arg(W^+_{\xi, J} \circ \xi) \cap \Delta = \emptyset\}$ \(O(m)\) \(\text{using the matrix } M\)
13. for $i \in \text{Ent}(\xi', J') \cup \text{Br}(\xi', J')$ do
   - $W^+_{\xi, J} \circ \xi := W^+_{\xi, J}$ \(O(m)\) iterations
14. $\lambda^+_J(\xi', J') := \min(\lambda^+_J(\xi, J) - \mu , (W^+_{\xi, J} \circ \xi - \max(W^+_{\xi, J} + \xi_j))$ \(O(1)\)
15. $\lambda^-_{\xi, J'}(\xi', J') := \min(\lambda^-_{\xi, J}(\xi, J) - \mu , (W^+_{\xi, J} \circ \xi - \max(W^+_{\xi, J} + \xi_j)$ \(O(1)\)
16. return $\xi', J', \mathcal{G}_{[\xi', \xi'']}, \text{Ent}(\xi', J'), \text{Br}(\xi', J'), (W^+_{\xi, J} \circ \xi), (\lambda^+_J(\xi', J')), (\lambda^-_{\xi, J'}(\xi', J'))$.
### Algorithm 6: Linear-time tropical pivoting algorithm

**Input:** A basic point $x'$ of $P(A, b)$, the associated set $I$, and an integer $i_{\text{out}} \in I$

**Output:** The other basic point $x''$ of the edge $E_{I \setminus \{i_{\text{out}}\}}$, and the integer $i_{\text{out}} \in I \setminus \{i_{\text{out}}\}$ such that $I' = (I \setminus \{i_{\text{out}}\}) \cup \{i_{\text{out}}\}$

1. Compute $G_{x'}$ $O(mn)$
2. $G_{x'} \leftarrow G_{x'} \setminus \{i_{\text{out}}\}$ $O(n)$
3. $J \leftarrow$ coordinate nodes weakly connected to the element of $\arg(W_{i_{\text{out}}}^+ \circ x')$ in $G_{x'} | E_{I}$ $O(n)$
4. Compute $E \leftarrow \text{Ent}(x', J)$ and $B \leftarrow \mathbb{B}(x', I)$ $O(mn)$
5. Compute $W_i^+ \circ x', \lambda_i^+(x', I)$ and $\lambda_i^-(x', J)$ for all $i \in E \cup B$ $O(mn)$
6. $M \leftarrow$ a $m \times (n + 1)$ matrix defined by $M_{ij} = \begin{cases} \text{true} & \text{if } j \in \arg(W_i^+ \circ x') \\ \text{false} & \text{otherwise} \end{cases}$ $O(mn)$

7. **while **true do 
8. **if **output is of the form $(\xi', i_{\text{out}})$ **then return $(\xi', i_{\text{out}})$ 
9. else input $\leftarrow$ output 

10. **call Algorithm 5** on $(\text{input}, M)$ and stores the result in output 

$e^{j_1}, e^{j_2}, \ldots, e^{j_q}$ be the directions of the ordinary segments followed during the successive calls to Algorithm 5. By Proposition 7.9, the total complexity of the loop is

$$O(nq + m|J_2 \setminus J_1| + m|J_3 \setminus J_2| + \cdots + m|J_q \setminus J_{q-1}|),$$

which can be bounded by $O(n(m + n))$. Finally, the space complexity is obviously bounded by $O(nm)$.

### 7.2 Computing reduced costs

In this section, we introduce the concept of tropical reduced costs, which are merely the signed valuation of the reduced costs over Puiseux series. Then, pivots improving the objective function and optimality over Puiseux series can be determined only by the signs of the tropical reduced costs. We show that, under some genericity assumptions, the tropical reduced costs can be computed using only the tropical entries $A$ and $c$ in time $O(n(m + n))$. This complexity is similar to classical simplex algorithm, as this operation corresponds to the update of the inverse of the basic matrix $A_I$.

#### 7.2.1 Symmetrized tropical semiring

To define the tropical reduced costs, we need a signed tropical version of the system of linear equations (3.22). To that end, we use a semiring extension of signed tropical numbers called the **symmetrized tropical semiring**, introduced in [Plü90]. It is denoted by $T_\circ$, and is defined as the union of $T_\pm$ with a third copy of $T$, denoted $T_\bullet$. The latter is the set of **balanced tropical numbers**. Its elements are written $a^\bullet$, where $a \in T$. The numbers $a, c a$ and $a^\bullet$ are pairwise distinct unless $a = 0$. Sign and modulus are extended to $T_\circ$ by setting $\text{sign}(a^\bullet) = 0$ and $|a^\bullet| = a$. 

$$e^{j_1}, e^{j_2}, \ldots, e^{j_q}$$ be the directions of the ordinary segments followed during the successive calls to Algorithm 5.
The addition of two elements \( x, y \in \mathbb{T}_o \), denoted by \( x \oplus y \), is defined to be \( \max(|x|, |y|) \) if the maximum is attained only by elements of positive sign, \( \ominus \max(|x|, |y|) \) if it is attained only by elements of negative sign, and \( \max(|x|, |y|)^* \) otherwise. For instance, \((\ominus 1) \oplus 1 \oplus (\ominus 3) = 1^* \oplus (\ominus 3) = \ominus 3\). The multiplication \( x \odot y \) of two elements \( x, y \in \mathbb{T}_o \) yields the element with modulus \(|x| + |y|\) and with sign \( \text{sign}(x) \text{sign}(y) \). For example, \((\ominus 1) \odot 2 = \ominus 3 \) and \((\ominus 1) \odot (\ominus 2) = 3 \) but \( 1^* \odot (\ominus 2) = 3^* \). An element \( x \in \mathbb{T}_\pm \) not equal to 0 has a multiplicative inverse \( x^{-1} \) which is the element of modulus \(-|x|\) and with the same sign as \( x \). The addition \( A \oplus B \) and multiplication \( A \odot B \) of two matrices are the matrices with entries \( A_{ij} \oplus B_{ij} \) and \( \bigoplus_k A_{ik} \odot B_{kj} \), respectively.

The set \( \mathbb{T}_o \) also comes with the reflection map \( x \mapsto \ominus x \) which sends a balanced number to itself, a positive number \( a \) to \( \ominus a \) and a negative number \( \ominus a \) to \( a \). We will write \( x \ominus y \) for \( x \oplus (\ominus y) \). Two numbers \( x, y \in \mathbb{T}_o \) satisfy the balance relation \( x \nabla y \) when \( x \ominus y \) is a balanced number. Note that

\[
x \nabla y \implies x = y \quad \text{for all } x, y \in \mathbb{T}_\pm.
\]

The balance relation is extended entry-wise to vectors in \( \mathbb{T}_o^n \). In the semiring \( \mathbb{T}_o \), the relation \( \nabla \) plays the role of the equality relation; in particular the next result shows that a version of Cramer’s Theorem is valid in the tropical setting, up to replacing equalities by balances.

The tropical determinant of the square matrix \( M \in \mathbb{T}_o^{n \times n} \) is given by

\[
\text{tdet}(M) = \bigoplus_{\sigma \in \text{Sym}(n)} \text{tsign}(\sigma) \odot M_{1\sigma(1)} \odot \cdots \odot M_{n\sigma(n)}
\]

Observe that this definition of the tropical determinant extends the definition given in Section 3.2.1. Also observe that a square matrix of \( \mathbb{T}_o^{n \times n} \) is sign-generic for the determinant polynomial if and only if \( \text{tdet}(M) \) is a balanced number.

**Theorem 7.11** (Signed tropical Cramer Theorem [Plu90].) Let \( M \in \mathbb{T}_o^{n \times n} \) and \( d \in \mathbb{T}_o^n \). Every solution \( y \in \mathbb{T}_\pm^n \) of the system of balances

\[
M \odot y \nabla d\quad (7.6)
\]

satisfies

\[
\text{tdet}(M) \odot y_j \nabla (\ominus 1)^{\ominus n+j} \odot \text{tdet}(M_j d), \quad \text{for all } j \in [n].
\]

Conversely, if the tropical determinants \( \text{tdet}(M) \) and \( \text{tdet}(M_j d) \) for \( j \in [n] \) are not balanced elements, then the vector with entries \( y_j = (\ominus 1)^{\ominus n+j} \odot \text{tdet}(M_j d) \odot (\text{tdet}(M))^{\ominus -1} \) is the unique solution of \( 7.6 \) in \( \mathbb{T}_\pm^n \).

This result was proved in [Plu90]; see also [AGG09] for a more recent discussion. A different tropical Cramer theorem (without signs) was proved by Richter-Gebert, Sturmfels and Theobald [RGST05]; their proof relies on the notion of a coherent matching field introduced by Sturmfels and Zelevinsky [SZ93].

**Remark 7.12.** The quintuple \( (\mathbb{T}_\pm, \max, +, \ominus, 0, \mathbb{T}_+) \) is an example of a “fuzzy ring” in the sense of [Dre86, Definition 1.1]. In the notation of that reference, \( \mathbb{T}_\pm \) is “the group of units” and \( \mathbb{T}_+ \) is the set of sign “\( K_\emptyset \)”.
7.2.2 Computing solutions of tropical Cramer systems

The Jacobi iterative algorithm of \cite{Plu90} allows one to compute a signed solution $y$ of the system $M \odot y \triangledown d$; see also \cite{AGG14} for more information. We next present a combinatorial instrumentation of this algorithm, in the special case in which the entries of $M$ and $d$ are in $\mathbb{T}_{\pm}$.

Suppose that $\text{tdet}(M) \neq 0$, and let $\sigma$ be a maximizing permutation in $|\text{tdet}(M)|$. The Cramer digraph of the system associated with $\sigma$ is the weighted bipartite directed graph over the “column nodes” \{1, \ldots, $n+1$\} (the index $n+1$ represents the affine component) and “row nodes” \{1, \ldots, $n$\} defined as follows: every row node $i \in [n]$ has an outgoing arc to the column node $\sigma(i)$ with weight $M_{i\sigma(i)}$, and an incoming arc from every column node $j \neq \sigma(i)$ with weight $-M_{ij}$ when $j \in [n]$, and weight $d_i$ when $j = n + 1$.

**Example 7.13.** The maximizing permutation for the system of balances \cite{7.7} below is $\sigma(1) = 1, \sigma(2) = 3, \sigma(3) = 2$. The Cramer digraph is represented in Figure 7.3.

\[
\begin{pmatrix}
\ominus(-1) & -\infty & -\infty \\
-1 & \ominus(-2) & 0 \\
\ominus(-1) & 0 & -\infty
\end{pmatrix}
\odot
\begin{pmatrix}
y_1 \\
y_2 \\
y_3
\end{pmatrix}
\triangledown
\begin{pmatrix}
-2 \\
0 \\
-1
\end{pmatrix}
\] \hspace{1cm} (7.7)

Note that all the coefficients $M_{i\sigma(i)}$ are different from $0$. In the sequel, it will be convenient to consider the longest path problem in the weighted digraph obtained from the Cramer digraph associated with $\sigma$ by forgetting the tropical signs, i.e., by taking the modulus of each weight. Note in particular that there is no directed cycle the weight of which has a positive modulus (otherwise $\sigma$ would not be a maximizing permutation in the tropical determinant of $M$). Consequently, the latter longest path problem is well-defined (longest weights being either finite or $-\infty$, but not $+\infty$).
The digraph of longest paths from a node \( v \) refers to the subgraph of the Cramer digraph formed by the arcs belonging to a longest path from node \( v \). This digraph is acyclic and every of its nodes is reachable from the node \( v \) (possibly with a path of length 0). As a result, it always contains a directed tree rooted at \( v \). Such a directed tree can be described by a map which sends every node (except the root) to its parent node. Note that by construction of the Cramer digraph, a column node \( j \) has only one possible parent node \( \sigma^{-1}(j) \). Consequently, we will describe a directed tree of longest paths by a map \( \gamma \) that sends every row node to its parent column node.

**Proposition 7.14.** Let \( M \in T_{\pm}^{n \times n} \) such that \( \text{tdet}(M) \neq 0 \) and \( d \in T_{\pm}^{n} \). Let \( \sigma \) be a maximizing permutation in the tropical determinant of \( M \). In the Cramer digraph of the system \( M \circ y \nabla d \) associated with \( \sigma \), consider the digraph of longest paths from the column node \( n + 1 \). In this digraph of longest paths, choose any directed subtree \( \gamma \) rooted at the column node \( n + 1 \). Then, the following recursive relations

\[
y_{\sigma(i)} = \begin{cases} 
  d_i \circ M_{\sigma(i)}^{-1} 
  \circ M_{\gamma(i)}^{-1} 
  \circ y_{\gamma(i)} & \text{when } \gamma(i) = n + 1 \\
  \circ M_{\gamma(i)}^{-1} \circ y_{\gamma(i)} & \text{otherwise}
\end{cases}
\]  

(7.8)

provide a solution in \( T_{\pm}^{n} \) of the system \( M \circ y \nabla d \).

**Proof.** Since the column node \( n + 1 \) reaches all column nodes in the directed tree defined by \( \gamma \), Equation (7.8) defines a point \( y \) in \( T_{\pm}^{n} \). The modulus \( |y_j| \) is the weight of a longest path from the column node \( n + 1 \) to the column node \( j \). By the optimality conditions of the longest paths problem, for any \( i \in [n] \), we have:

\[
|M_{\sigma(i)}| + |y_{\sigma(i)}| \geq |d_i| , \\
|M_{\sigma(i)}| + |y_{\sigma(i)}| \geq |M_{\gamma(i)}| + |y_{\gamma(i)}| \quad \text{for all } j \in [n] .
\]

Furthermore, we have \( |M_{\sigma(i)}| + |y_{\sigma(i)}| = |M_{\gamma(i)}| + |y_{\gamma(i)}| \) when \( \gamma(i) \neq n + 1 \) and \( |M_{\sigma(i)}| + |y_{\sigma(i)}| = |d_i| \) otherwise.

Thus, if \( \gamma(i) \neq n + 1 \), the terms \( M_{\sigma(i)} \circ y_{\sigma(i)} \) and \( M_{\gamma(i)} \circ y_{\gamma(i)} \) have maximal modulus among the terms of the sum \( M_{i1} \circ y_1 \oplus \cdots \oplus M_{in} \circ y_n \circ d_i \). Moreover, (7.8) ensures that \( M_{\sigma(i)} \circ y_{\sigma(i)} \oplus M_{\gamma(i)} \circ y_{\gamma(i)} \) is balanced. Similarly, if \( \gamma(i) = n + 1 \), then \( M_{\sigma(i)} \circ y_{\sigma(i)} \circ d_i \) is balanced and the terms \( M_{\sigma(i)} \circ y_{\sigma(i)} \) and \( d_i \) have maximal modulus in \( M_{i1} \circ y_1 \oplus \cdots \oplus M_{in} \circ y_n \circ d_i \). In both cases, we conclude that \( M_i \circ y \nabla d_i \).

A digraph of longest paths for Example 7.13 is shown in Figure 7.3. From the relations (7.8), we obtain the signed solution \( y = (\oplus(-1), -1, 0) \).

**Complexity analysis**

We now discuss the complexity of the method provided by Proposition 7.14. First, a maximizing permutation \( \sigma \) can be found in time \( O(n^3) \) by the Hungarian method; see [Sch03 §17.2]. Second, the digraph of longest paths, as well as a directed tree of longest paths, can be determined in time \( O(n^3) \) using the Bellman–Ford algorithm; see [Sch03 §8.3]. Last, the solution \( x \) can be computed in time \( O(n) \).
However, we claim that the complexity of the second step can be decreased to $O(n^2)$. The idea is to consider a variant of the Cramer digraph with non-positive weights, and then to apply Dijkstra's algorithm to solve the longest paths problem. We exploit the fact that the Hungarian method is a primal-dual method, which returns, along with a maximizing permutation $\sigma$, a pair of vectors $u, v \in \mathbb{T}^n$ such that

\begin{align*}
|M_{ij}| &\leq u_i + v_j \quad \text{for all } i, j \in [n], \\
|M_{\sigma(i)}| &\leq u_i + v_{\sigma(i)} \quad \text{for all } i \in [n].
\end{align*}

(7.9)

The pair $(u, v)$ is in fact an optimal solution to the dual assignment problem:

$$
\min_{u,v} \sum_{i=1}^{n} u_i + \sum_{j=1}^{n} v_j \\
|M_{ij}| \leq u_i + v_j \quad \text{for all } i, j \in [n].
$$

(7.10)

Suppose we have a pair $(u, v)$ satisfying (7.9). We make the diagonal change of variables $y_j = v_j \odot z_j$ for all $j \in [n]$, where the $z_j$ are the new variables. We consider the matrix $M' = (M'_{ij})$ obtained from $M$ by the following diagonal scaling, $M'_{ij} = \mu^{-1} \odot u_i^{-1} \odot mM_{ij} \odot v_j^{-1}$, where $\mu$ is a real number to be fixed soon, together with the vector $d'$ with entries $d'_i = \mu^{-1} \odot u_i^{-1} \odot d_i$ for all $i \in [n]$. Then, dividing (tropically) every row $i$ of the system $M \odot y \nabla d$ by $\mu$ and by $u_i$, and performing the above change of variables, we arrive at the equivalent system $M' \odot z \nabla d'$. By choosing $\mu := \max(\max_i(|d_i| - u_i), 0)$, we get that $|d'_i| \leq 0$, and $|M'_{ij}| \leq 0$ for all $i, j \in [n]$. The longest path problem to be solved in order to apply the construction of Proposition 7.14 to $M' \odot z \nabla d'$ now involves a digraph with non-positive weights.

It follows that the latter problem can be solved by applying Dijkstra's algorithm to the digraph with modified costs. Moreover, the directed tree provided by Dijkstra's algorithm is also valid in the original problem.

### 7.2.3 Tropical reduced costs as a solution of a tropical Cramer system

In the rest of this section, we suppose that Assumption F holds, so we only consider basic points $x^I$ with finite entries. We also make the following assumption.

**Assumption G.** The matrix $(A^T c^T)$ is sign-generic for the minor polynomials.

Let $I$ be a feasible basis of the tropical linear program $\text{LP}(A, b, c)$. Consider the system of balances:

$$
A^T_i \odot y \nabla c^T.
$$

(7.10)

By Assumption G and Theorem 7.11 the system of balances (7.10) admits a unique solution $y^I$ in $\mathbb{T}_\pm$, and this solution coincides with the tropical reduced costs by Proposition 4.34 and. So applying to this system the algorithm described in Section 7.2.2 does provide the vector reduced costs of $\text{LP}(A, b, c)$ for the basis $I$. 

7.2 Computing reduced costs

Algorithm 7: Computing tropical reduced costs

**Input:** A basic point \( x^f \) of \( \mathcal{P}(A,b) \), the associated set \( I \), the objective function \( c \)

**Output:** The tropical reduced costs \( y^I \)

1. \( G_{x,I} \leftarrow \) tangent graph at \( x^f \)
2. \( \sigma \leftarrow \) maximizing permutation in \( \text{tdet}(A_I) \) obtained by a traversal of \( G_{x,I} \)
3. \( u \leftarrow -x^f \)
4. \( v \leftarrow A_I^+ \odot x^f \)
5. \( \mu \leftarrow \max(\max_{j \in [n]}(c_j - u_j), 0) \)
6. \( M' \leftarrow \) tropically signed matrix with entries \( m'_{ij} = \mu^{-1} \odot u_i^{-1} \odot a_{ji} \odot v_j^{-1} \)
7. \( d' \leftarrow \) tropically signed vector with entries \( d_i = \mu^{-1} \odot u_i^{-1} \odot c_i \)
8. \( \mathcal{C} \leftarrow \) Cramer digraph of the system \( M' \odot y \nabla d' \) for the permutation \( \sigma \)
9. apply Dijkstra’s algorithm to \( \mathcal{C} \) from column node \( n+1 \)
10. \( \gamma \leftarrow \) the tree of longest paths returned by Dijkstra’s algorithm
11. \( z \leftarrow \) signed vector obtained by applying (7.9) to the tree \( \gamma \)
12. **return** \( y^I \) the signed vector with entries \( y^I_j = v_j \odot z_j \)

Theorem 7.15. Algorithm 7 computes the tropical reduced costs. Its time complexity is bounded by \( O(n(m+n)) \).

Proof. The maximizing permutation \( \sigma \) is computed from \( G_{x,I} \) in Line 2 as follows. We first determine a matching between the coordinate nodes \( 1, \ldots, n \) and the set \( I \) of hyperplane nodes using the technique described in the proof of Proposition 7.3, Case 1. By Lemma 4.25, this matching provides a maximizing permutation in \( |\text{tdet}(A_I)| \). It can be obviously computed by a traversal of \( G_{x,I} \) starting from coordinate node \( n+1 \). Since \( G_{x,I} \) contains \( 2n+1 \) nodes and \( 2n \) edges (see the proof of Proposition 7.3), this traversal requires \( O(n) \) operations. The complexity of the other operations of this algorithm are straightforward and are given in annotations. We conclude that the overall time complexity is \( O(m(n+n)) \).

Let \( v = A_I^+ \odot x^f \). For any hyperplane node \( j \in I \) and any \( i \in [n] \), we have \( v_j \geq |A_{ji}| + x_i^f \). Moreover, equality holds for every edge \((j,i)\) in the tangent graph. In particular with the permutation \( \sigma \), we have \( v_{\sigma(i)} = |A_{\sigma(i)i}| + x_i^f \). By Assumptions A and F, we have \( v \) and \( x \) does not have \( 0 \) entries. Thus \( u = -x^f \) and \( v \) satisfy (7.9) \( M = A_I^f \).

It follows from the discussion in Section 7.2.2 that the operations between Line 3 and 12 compute the tropical reduced costs. \( \square \)
Chapter 8

Tropicalizing the central path

In this chapter, we apply the tropicalization process to the central path in linear programming.

We consider linear programs defined on the Hardy field $\mathbb{K}$. Since $\mathbb{K}$ is real closed, the central path of a linear program on $\mathbb{K}$ is well-defined. The elements of $\mathbb{K}$ are real-valued functions. As a result, a linear program over $\mathbb{K}$ encodes a family of linear programs over $\mathbb{R}$, and the central path on $\mathbb{K}$ describes the central paths of this family. The tropical central path is then defined as the image under the valuation map. Thus, the tropical central path is a logarithmic limit of a family of classical central paths. We establish that this convergence is uniform on closed intervals.

The tropical central path has a purely geometric characterization. We show that the tropical analytic center is the greatest element of the tropicalization of the feasible set, the tropical equivalent of a barycenter. Thus, the tropical analytic center does not depend on the external representation of the feasible set. Similarly, any point on the tropical central path is the tropical barycenter of the tropical polyhedron obtained by intersecting the values of the feasible region with a tropical sublevel set induced by the objective function. This is in stark contrast with the classical case, where the central path depends on the halfspace description of the feasible set. In this way, Deza, Nematollahi, Peyghami and Terlaky [DNPT06] bent the central path of the Klee-Minty cube by adding redundant halfspaces in its representation, so that it visits a neighborhood of every vertex of the cube.

A maybe surprising feature is that the tropical central path can degenerate to a path taken by the tropical simplex method. We can even provide a quite general sufficient condition under which the tropical central path coincides with the image of a path of the classical simplex method under the valuation map. Consequently, the tropical central path may have the same worst-case behavior as the simplex method.

A main contribution of this chapter comes from studying the total curvature of the real central paths arising from lifting tropical linear programs to the Hardy field $\mathbb{K}$. The curvature measures how far a path differs from a straight line. Intuitively, a central path with high curvature should be harder to approximate with line segments, and thus this suggests more iterations of the interior point methods. We disprove the continuous
analogue of the Hirsch conjecture proposed by Deza, Terlaky and Zinchenko by
constructing a family of linear programs with $3r + 4$ inequalities in dimension $2r + 2$ where
the central path has a total curvature in $\Omega(2^r)$. This family arises by lifting tropical
linear programs introduced by Bezem, Nieuwenhuis and Rodriguez-Carbonell [BNRC08] to show
that an algorithm of Butkovič and Zimmermann [BZ06] has exponential running
time. The tropical central path shows a fractal-like pattern, which looks like a staircase
shape with $\Omega(2^r)$ steps.

Most of the contents of this chapter are covered in [ABGJ14], but it includes an
improvement of the curvature analysis of the counter-example from $\Omega(2^r/r)$ to $\Omega(2^r)$.

8.1 Description of the tropical central path

In this chapter, $\text{LP}(A, b, c)$ will denote linear programs of the form:

$$\begin{align*}
\text{minimize} & \quad c^\top x \\
\text{subject to} & \quad Ax + b \geq 0, \; x \geq 0, \; x \in \mathbb{R}^n,
\end{align*}$$

where $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$, and $c \in \mathbb{R}^n$. The dual linear program reads:

$$\begin{align*}
\text{maximize} & \quad -b^\top y \\
\text{subject to} & \quad -A^\top y + c \geq 0, \; y \geq 0, \; y \in \mathbb{R}^m.
\end{align*}$$

In the following, we shall assume that the polyhedron $\{x \in \mathbb{R}^n \mid Ax \leq b, x \geq 0\}$ is
bounded with non-empty interior. Given a positive $\mu \in \mathbb{R}$, the barrier problem is

$$\begin{align*}
\text{minimize} & \quad \frac{c^\top x}{\mu} - \sum_{j=1}^n \log(x_j) - \sum_{i=1}^m \log(w_i) \\
\text{subject to} & \quad Ax + b = w, \; x > 0, \; w > 0.
\end{align*}$$

The objective function in (8.1) is continuous, strictly convex, and it tends to infinity
when $(x, w)$ tends to the boundary of the bounded non-empty convex set $\{(x, w) \in \mathbb{R}^{n+m} \mid Ax + w = b, x > 0, w > 0\}$. Hence, the problem (8.1) admits a unique optimum $(x^\mu, w^\mu)$ in the latter set. By convexity, this optimum is characterized by the first-order
optimality conditions:

$$\begin{align*}
Ax + b = w \\
-A^\top y + c = s \\
w_i y_i = \mu & \quad \text{for all } i \in [m] \\
x_j s_j = \mu & \quad \text{for all } j \in [n] \\
x, w, y, s > 0.
\end{align*}$$

Thus, for any positive real number $\mu$, there exists a unique solution $(x^\mu, w^\mu, y^\mu, s^\mu) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^n$ to the system of polynomial equations (8.2). The central path is
the image of the map $C_{A,b,c} : \mathbb{R}_{>0} \to \mathbb{R}^{2m+2n}$ which sends a positive real number $\mu$ to
the vector \((x^\mu, w^\mu, y^\mu, s^\mu)\). The \textit{primal central path} is the projection of the central path onto the \((x, w)\)-coordinates. Similarly, the \textit{dual central path} is gotten by projecting onto the \((y, s)\)-coordinates.

### 8.1.1 Dequantization of a definable family of central paths

Let \(K = H(\mathbb{R}_R)\) be the Hardy field of the o-minimal structure \(\mathbb{R}_R\). We consider \(A \in \mathbb{K}^{m \times n}, b \in \mathbb{K}^m\) and \(c \in \mathbb{K}^n\). Throughout, we will make the following assumption.

**Assumption H.** The set \(\{x \in \mathbb{K}^n \mid Ax + b \geq 0, x \geq 0\}\) is bounded with non-empty interior.

Clearly, the latter set is closed. However, in \(\mathbb{K}^n\) a closed and bounded set is not necessarily compact.

Under Assumption \([\text{H}]\), the central paths of the linear programs \(\text{LP}(A(t), b(t), c(t))\) over \(\mathbb{R}\) are ultimately well-defined. For a fixed real number \(M\) let us define the map \(C : (M, +\infty) \times \mathbb{R} \to \mathbb{R}^{2m+2n}\) which sends \(t \in (M, +\infty)\) and \(\lambda \in \mathbb{R}\) to \(C(t, \lambda) = c(t)A(t), b(t), c(t)).\) Our goal is to investigate the logarithmic limit

\[C^\tau : \lambda \mapsto \lim_{t \to +\infty} \log_t C(t, \lambda),\]

where \(\log_t\) is applied component-wise. The map \(C^\tau\) is called the \textit{tropical central path} of \(\text{LP}(A, b, c)\). We shall prove the following theorem.

**Theorem 8.1.** The family of maps \((\log_t C(t, \cdot))_t\) converges uniformly on any closed interval \([a, b] \subseteq \mathbb{R}\) to the tropical central path \(C^\tau\).

Consider the following linear program over the ordered field \(K:\)

\[
\begin{align*}
\text{minimize} & \quad c^\top x \\
\text{subject to} & \quad Ax + b \geq 0, \ x \geq 0, \ x \in \mathbb{K}^n.
\end{align*}
\]

The problem \(\text{LP}(A, b, c)\) encodes the family of linear programs \(\text{LP}(A(t), b(t), c(t)))_t\).

The next lemma shows that the central path of \(\text{LP}(A, b, c)\) is well-defined, and that it describes the family of central paths of \(\text{LP}(A(t), b(t), c(t)))_t\).

**Lemma 8.2.** For any \(\lambda \in \mathbb{R}\), the map \(t \mapsto C(t, \lambda)\) is definable in \(\mathbb{R}_R\). Its components are given by the unique solution \((x^\mu, w^\mu, y^\mu, s^\mu) \in \mathbb{K}^{2m+2n}\) of the system of polynomial equations

\[
\begin{align*}
Ax + b &= w \\
A^\top y - c &= s \\
w_i y_i &= \mu \quad \text{for all } i \in [m] \\
x_j s_j &= \mu \quad \text{for all } j \in [n] \\
x, w, y, s &> 0,
\end{align*}
\]

where \(\mu = t^\lambda\).
Proof. For an ordered field $K$ and integers $m$ and $n$, consider the following statement:

“For any $A \in K^{m \times n}, b \in K^m$ and $c \in K^n$ which satisfy Assumption $H$ and any positive $\mu \in K$, there exists a unique solution $(x', w', y', s') \in K^{2m+2n}$ to the system of polynomial equations $\text{(8.3)}$.”

This is a first-order sentence, $\phi$, which is true in the structure $\mathbb{R}$, i.e., for $K = \mathbb{R}$. As $\mathbb{R}^\mathbb{R}$ is an expansion of $\mathbb{R}$, we have $\mathbb{R}^\mathbb{R} \models \phi$. Thus, by Proposition 2.7, the sentence $\phi$ is also true in the structure $\mathcal{S}(\mathbb{R}^\mathbb{R})$. This means that the induced statement holds in the field $K = \mathbb{K} = H(\mathbb{R}^\mathbb{R})$. In particular, for any $\lambda \in \mathbb{R}$, it holds for $\mu = t^\lambda \in \mathbb{K}$.

Let $(x^\mu, w^\mu, y^\mu, s^\mu) \in \mathbb{K}^{2m+2n}$ be the unique solution of $\text{(8.3)}$ for $\mu = t^\lambda$. Then, for all $t$ large enough, $(x^\mu(t), w^\mu(t), y^\mu(t), s^\mu(t)) \in \mathbb{R}^{2m+2n}$ is a solution of $\text{(8.2)}$ for $A = A(t)$, $b = b(t)$, $c = c(t)$, $\mu = \mu(t)$. Since $\text{(8.2)}$ admits a unique solution, we conclude that $C(t, \lambda) = (x^\mu(t), w^\mu(t), y^\mu(t), s^\mu(t))$ for all $t$ large enough.

Since $t \mapsto C(t, \lambda)$ is definable in $\mathbb{R}^\mathbb{R}$, its image under the (component-wise) valuation map is well-defined, which proves the point-wise convergence of the family $(\log_t C(t, \cdot))_t$. Furthermore, for any $\lambda \in \mathbb{R}$ we have

$$\lim_{t \to +\infty} \log_t C(t, \lambda) = \text{val}(x^\mu, w^\mu, y^\mu, s^\mu),$$

where $\mu = t^\lambda$, and $(x^\mu, w^\mu, y^\mu, s^\mu)$ is the unique solution of $\text{(8.3)}$.

For fixed $t$, let $z_t$ be a component of the map $\lambda \mapsto \log_t C(t, \lambda)$. To prove uniform convergence, we will use the fact that for all large enough $t$, the maps $z_t$ are “almost” 1-Lipschitz.

**Lemma 8.3.** For $t$ large enough and any $\lambda, \lambda' \in \mathbb{R}$, we have:

$$|z_t(\lambda) - z_t(\lambda')| \leq \log_t(2n + 2m) + |\lambda - \lambda'| .$$

**Proof.** Let $(x, w, y, s) \in \mathbb{K}^{2m+2n}$ and $(x', w', y', s') \in \mathbb{K}^{2m+2n}$ be two solutions of $\text{(8.3)}$ obtained for two parameters $\mu = t^\lambda$ and $\mu' = t^{\lambda'}$. As in [VY96, Lemma 16], by combining the defining equations, we obtain:

$$\sum_{j=1}^n x_j s'_j + \sum_{j=1}^n x'_j s_j + \sum_{i=1}^m w_i y_i + \sum_{i=1}^m w'_i y_i = (n + m)(t^\lambda + t^{\lambda'})$$  \hspace{1cm} (8.4)

Since the summands on the left-hand side of $\text{(8.4)}$ are all positive, every summand is smaller than $(n + m)(t^\lambda + t^{\lambda'})$. In particular, for any $j \in [n]$, we have $x_j s'_j \leq (n + m)(t^\lambda + t^{\lambda'})$ and $x'_j s_j \leq (n + m)(t^\lambda + t^{\lambda'})$. Since $x_j s_j = t^\lambda$ and $x'_j s'_j = t^{\lambda'}$, we deduce that:

$$x_j \leq (n + m)(1 + t^{\lambda-\lambda'}) x'_j$$

$$x'_j \leq (n + m)(1 + t^{\lambda'-\lambda}) x_j .$$
To prove the lemma, it is sufficient to consider $\lambda \geq \lambda'$. In this case, $t^{\lambda-\lambda'} \geq 1$, which implies:

$$
x_j \leq 2(n+m)t^{\lambda-\lambda'}x'_j
$$

$$
x'_j \leq 2(n+m)x_j .
$$

Applying $\log_t$ to these inequalities yields the conclusion for the components $x_1, \ldots, x_n$. The same proof readily applies to the other components.

**Proof of Theorem 8.1.** Let $z$ be the point-wise limit of the functions $z_t$ as $t$ approaches infinity. Consider any closed interval $[a, b] \subseteq \mathbb{R}$. Let $\varepsilon > 0$, and choose a partition $a = a_1 < a_2 < \cdots < a_k < a_{k+1} = b$ such that $a_{i+1} - a_i \leq \varepsilon$ for all $i \in [k]$. Now let $\lambda \in [a, b]$ and let $i$ be the index such that $\lambda \in [a_i, a_{i+1}]$. Then,

$$
|z_t(\lambda) - z(\lambda)| \leq |z_t(\lambda) - z_t(a_i)| + |z_t(a_i) - z(a_i)| + |z(a_i) - z(\lambda)| .
$$

By Lemma 8.3, we have:

$$
|z_t(\lambda) - z_t(a_i)| \leq \log_t(2n+2m) + \lambda - a_i \leq \log_t(2n+2m) + \varepsilon .
$$

Thus, there exists a $t_\varepsilon$ such that $|z_t(\lambda) - z_t(a_i)| \leq 2\varepsilon$ for all $t \geq t_\varepsilon$. Furthermore, Lemma 8.3 also shows that:

$$
|z(\lambda) - z(a_i)| \leq \lambda - a_i \leq \varepsilon .
$$

Finally, since the functions $z_t$ converge pointwise to $z$, there exists a $t'_\varepsilon$ such that $|z_t(a_i) - z(a_i)| \leq \varepsilon$ for all $t \geq t'_\varepsilon$ and all $i \in [k]$. We conclude that $(z_t)_t$ converges uniformly on $[a, b]$. 

**8.1.2 Geometric description of the tropical central path**

We now use barrier functions on the Hardy field $H(\mathbb{R})$ to characterize the central path. In order to obtain definable barrier functions, we use the structure $\mathbb{R}_{\exp}$ which expands the ordered real field structure $\mathbb{R}$ by adding the exponential function. The structure $\mathbb{R}_{\exp}$ is o-minimal [vdDM94]. Note that every power function is definable in $\mathbb{R}_{\exp}$, thus the definable functions of $\mathbb{R}^n$ are also definable in $\mathbb{R}_{\exp}$. As a consequence, the Hardy field $H(\mathbb{R}_{\exp})$ contains $\mathbb{K} = H(\mathbb{R})$. The exponential is definable in the structure $\mathbb{R}_{\exp}$ of the Hardy field $H(\mathbb{R}_{\exp})$, and thus the logarithm is also definable in this structure. Hence, if $f \in \mathbb{K}$ is positive, $\log(f)$ belongs to the ordered field $H(\mathbb{R}_{\exp})$. Consequently, given $A \in \mathbb{K}^{m \times n}$, $b \in \mathbb{K}^m$, $c \in \mathbb{K}$ and $\mu \in \mathbb{K}$, $\mu > 0$, the following optimization problem on $(x, w) \in \mathbb{K}^n \times \mathbb{K}^m$ is well-defined if the objective function is interpreted in $H(\mathbb{R}_{\exp})$.

$$
\text{minimize } \frac{c^\top x}{\mu} - \sum_{j=1}^n \log(x_j) - \sum_{i=1}^m \log(w_i) \quad (8.5)
$$

subject to $Ax + b = w$, $x > 0$, $w > 0$. 
Lemma 8.4. Let \((x^\mu, w^\mu, y^\mu, s^\mu)\) be the unique solution of (8.3). The point \((x^\mu, w^\mu)\) is the unique solution of (8.5).

Proof. Let \(\mathcal{R}\) be the expansion of the structure \(\mathbb{R}_{\text{exp}}\) in which we added a symbol \(\log\). The latter is interpreted as the map \(x \mapsto \log(x)\) for positive elements \(x\) and \(x \mapsto 0\) for non-positive elements. The structure \(\mathcal{R}\) is still o-minimal, since the sets definable in \(\mathcal{R}\) and \(\mathbb{R}_{\text{exp}}\) are the same. Given \(n, m\), the following statement is a sentence in the language of \(\mathcal{R}\).

“For any \(A \in \mathbb{K}^{m \times n}, b \in \mathbb{K}^m\) and \(c \in \mathbb{K}^n\) which satisfy Assumption \(H\) and any positive \(\mu \in \mathbb{K}\), the optimization problem (8.5) has a unique solution.

It is given by the point \((x', w')\), where \((x', w', y', s')\) is the unique solution of (8.5).”

We already noted that this sentence is true when \(K = \mathbb{R}\), i.e., in the structure \(\mathcal{R}\). Since the latter is o-minimal, by Proposition 2.7 this sentence is also true in \(\delta(\mathcal{R})\), i.e., when \(K = H(\mathbb{R}_{\text{exp}})\). Now if \(A, b, c\) and \(\mu\) have entries in \(K \subseteq H(\mathbb{R}_{\text{exp}})\), the system (8.3) admits a unique solution with entries in \(K\) by Lemma 8.2.

Let \(P\) be a non-empty bounded tropical polyhedron in \(\mathbb{T}^n\). Then, there is a unique element in \(P\) which is the coordinate-wise maximum of all elements in \(P\). We call it the tropical barycenter of \(P\). Indeed, \(P = \text{tconv}(V)\) for some finite set \(V \subseteq \mathbb{T}^n\) by Theorem 4.11. Hence, \(P\) contains the point \(\bigoplus_{v \in V} v\), which is greater than any other point in \(P\) with respect to the partial order of \(\mathbb{T}^n\). In particular if \(P\) is a non-empty bounded Hardy polyhedron included in the positive orthant, then \(\text{val}(P)\) is a bounded tropical polyhedron. So \(\text{val}(P)\) has a well-defined tropical barycenter.

Theorem 8.5. Let \((x^\mu, w^\mu)\) be the point on the primal central path of the Hardy linear program LP(A, b, c) at \(\mu \in \mathbb{K}\) with \(\mu > 0\), and let \(\nu\) be that LP’s optimal value. Then \(\text{val}(x^\mu, w^\mu)\) is the tropical barycenter of \(\text{val}(P^\mu)\) where

\[
P^\mu := \{(x, w) \in \mathbb{K}^{n+m} \mid Ax + b = w, \quad cx \leq \nu + (n + m)\mu, \quad x \geq 0, \quad w \geq 0\}.
\]

Proof. Let \((x^\mu, w^\mu, y^\mu, s^\mu)\) be a point on the central path. By (8.3), we have

\[
c^\top x^\mu = (s^\mu)^\top x^\mu + (y^\mu)^\top Ax^\mu = (s^\mu)^\top x^\mu + (y^\mu)^\top (w^\mu - b) = \sum_{j=1}^n s_j^\mu x_j^\mu + \sum_{i=1}^m y_i^\mu w_i^\mu - b^\top y^\mu = (n + m)\mu - b^\top y^\mu.
\]

Furthermore, \(y^\mu\) is a feasible solution of the dual linear program:

\[
\begin{align*}
\text{maximize} & \quad -b^\top y \\
\text{subject to} & \quad -A^\top y + c \geq 0, \quad y \geq 0, \quad y \in \mathbb{K}^m.
\end{align*}
\]

By weak duality (Theorem 3.6), we have \(-b^\top y^\mu \leq \nu\). Consequently, \(c^\top x^\mu \leq \nu + (n + m)\mu\).
Now by Lemma 8.4, \((x^\mu, w^\mu)\) is the unique solution of the barrier problem (8.5). By the discussion above, we can add the constraint \(c^\top x \leq \nu + (n + m)\mu\) to the problem (8.5) without changing its optimal solution. Moreover, adding the constant \(-\nu/\mu\) to the objective function still does not change the solution of the problem. Thus \((x^\mu, w^\mu)\) is the unique solution of

\[
\begin{align*}
\text{minimize} \quad & \frac{c^\top x - \nu}{\mu} - \sum_{j=1}^n \log(x_j) - \sum_{i=1}^m \log(w_i) \\
\text{subject to} \quad & Ax + b = w, \ c^\top x \leq \nu + (n + m)\mu, \ x > 0, \ w > 0.
\end{align*}
\] (8.6)

Let \(P^\mu_{>0}\) be the feasible set of (8.6) and consider a feasible solution \((x, w)\in P^\mu_{>0}\). Since \(c^\top x - \nu \leq (n + m)\mu\), the term \((c^\top x - \nu)/\mu\) is the germ of a function which is asymptotically \(ct^\alpha\) for some \(\alpha, c \in \mathbb{R}\) with \(\alpha \leq 0\). On the other hand, \(\log(x_j)\) is asymptotically \(\log(t)\) for any \(j \in [n]\). Since \(t^\alpha = o(\log(t))\) when \(\alpha \leq 0\), the objective value of (8.6) is asymptotically

\[
- \left( \sum_{j=1}^n \log(x_j) + \sum_{i=1}^m \log(w_i) \right) \log(t) \cdot
\]

As a consequence, \(\text{val}(x^\mu, w^\mu)\) is the supremum of \(\sum_{j=1}^n x_j + \sum_{i=1}^m w_i\) as \((x, w)\) ranges over the set \(\text{val}(P^\mu_{>0})\). Now, let \((x^*, w^*)\) be the tropical barycenter of \(\text{val}(P^\mu_{>0})\). Then, \(x^*_j \geq \text{val}(x^\mu_j)\) and \(w^*_i \geq \text{val}(w^\mu_i)\) for all \(i \in [m], \ j \in [n]\). In particular, \(x^*_j > -\infty\) and \(w^*_i > -\infty\). It follows that \((x^*, w^*) \in \text{val}(P^\mu_{>0})\), and:

\[
\sum_{j=1}^n \text{val}(x^\mu_j) + \sum_{i=1}^m \text{val}(w^\mu_i) \geq \sum_{j=1}^n x^*_j + \sum_{i=1}^m w^*_i.
\]

We conclude that \(\text{val}(x^\mu, w^\mu) = (x^*, w^*)\).

The analytic center of the polyhedron

\[
P := \{(x, w) \in \mathbb{K}^n \mid Ax + b = w, \ x \geq 0, \ w \geq 0\}
\]
can be defined as the unique minimum point \((x, w)\) of (8.6), when \(c = 0\). Then, the tropical analytic center is defined as the image of the analytic center by the valuation map. By specializing the characterization of the tropical central path to \(c = 0\), we get:

**Corollary 8.6.** The tropical analytic center of the polyhedron \(P\) coincides with the tropical barycenter of the image of this polyhedron by the valuation map.

Hence, even if the analytic center is an algebraic notion (it depends on the external representation of the set \(P\)), the tropical analytic center is, suprisingly, completely determined by the set \(P\). We shall see that the whole tropical central path also has a purely geometric description. We begin with a case where the geometric description can be obtained explicitly from \(\text{val}(P)\) and \(\text{val}(c)\).
Corollary 8.7. Suppose that the optimal value of \( \text{LP}(A, b, c) \) is \( \nu = 0 \) and that \( c \) has nonnegative entries. Then, the tropical central path at \( \lambda \in \mathbb{R} \) is the tropical barycenter of the set

\[
P^\lambda := \{(x, w) \in \text{val}(P) \mid \max(x_1 + \text{val}(c_1), \ldots, x_n + \text{val}(c_n)) \leq \lambda \}.
\]

Proof. Let \( \mu = t^\lambda \). By Theorem 8.5, the tropical central path at \( \lambda \) is the tropical barycenter of \( \text{val}(P^\mu) \). Clearly, \( \text{val}(P^\mu) \subseteq P^\lambda \). Thus, we only need to prove that the tropical barycenter \( (x^\lambda, w^\lambda) \) of \( P^\lambda \) admits a pre-image by the valuation map which belongs to \( P^\mu \).

By definition, there exists \( (x^\lambda, w^\lambda) \in P \) such that \( \text{val}(x^\lambda, w^\lambda) = (x^\lambda, w^\lambda) \). If \( cx^\lambda = 0 \), then \( cx^\lambda \leq (n + m)\mu \) and thus \( (x^\lambda, w^\lambda) \in P^\mu \). Otherwise, the germ \( cx^\lambda \) is asymptotically \( \alpha t^\beta \) for some \( \alpha, \beta \in \mathbb{R} \) with \( \alpha \neq 0 \). Since \( c \) and \( x^\lambda \) has nonnegative entries, \( \alpha > 0 \) and we have

\[
\beta = \text{val}(cx^\lambda) = \max(x_1^\lambda + \text{val}(c_1), \ldots, x_n^\lambda + \text{val}(c_n)) \leq \lambda.
\]

If \( \alpha < n + m \), then clearly \( cx^\lambda < (n + m)t^\lambda = (n + m)\mu \) and thus \( x^\lambda \in P^\mu \).

We now treat the case \( \alpha \geq n + m \). Let \( (x^*, w^*) \) be an optimal solution of \( \text{LP}(A, b, c) \). Consider the point:

\[
(x, w) = \frac{1}{\alpha}(x^\lambda, w^\lambda) + \left(1 - \frac{1}{\alpha}\right)(x^*, w^*)
\]

As \( \alpha > 1 \), we have \( (x, w) \in P \) by convexity. Moreover, \( cx = \frac{1}{\alpha}cx^\lambda \) since \( cx^* = 0 \) by assumption. Thus \( cx \) is asymptotically \( t^\beta \). Since \( \beta \leq \lambda \), we obtain that \( cx \leq (n + m)t^\lambda = (n + m)\mu \), hence that \( (x, w) \in P^\mu \). It remains to show that \( \text{val}(x, w) = (x^\lambda, w^\lambda) \).

To this end, observe that \( \text{val}(x, w) \geq (x^\lambda, w^\lambda) \) since \( (x^\lambda, w^\lambda) \) and \( (x^*, w^*) \) both have nonnegative entries and \( \alpha > 1 \). Furthermore, \( \text{val}(x, w) \leq (x^\lambda, w^\lambda) \) as \( \text{val}(x, w) \in \text{val}(P^\mu) \subseteq P^\lambda \). This concludes the proof.

In the general case, the tropical central path still admits a geometric description, but this description involves an optimal solution of the dual of \( \text{LP}(A, b, c) \).

Corollary 8.8. There exists a pair \( (y^*, s^*) \in T^m \times T^m \) such that the tropical central path at any \( \lambda \in \mathbb{R} \) is given by the tropical barycenter of the set:

\[
\{(x, w) \in \text{val}(P) \mid \max(x_1 + s_1^*, \ldots, x_n + s_n^*, w_1 + y_1^*, \ldots, w_m + y_m^*) \leq \lambda \}.
\]

Proof. Let \( (y^*, s^*) \) be an optimal dual solution and \( (x, w) \in P \). Then, we have:

\[
c^\top x = -b^\top y^* + (s^*)^\top x + (y^*)^\top w.
\]

Furthermore, \( -b^\top y^* = \nu \) by strong duality. Thus,

\[
P^\mu = \{(x, w) \in P \mid (s^*)^\top x + (y^*)^\top w \leq (n + m)\mu \}.
\]

Since \( (y^*, s^*) \geq 0 \), applying the arguments of the proof of Corollary 8.7 provides the result. 

\[
\square
\]
Example 8.9. Consider the Hardy polyhedron of $\mathbb{K}^2$ defined by:

\[
\begin{align*}
x_1 + x_2 & \leq 2 \\
tx_1 & \leq 1 + t^2 x_2 \\
tx_2 & \leq 1 + t^3 x_1 \\
x_1 & \leq t^2 x_2 \\
x_1, x_2 & \geq 0.
\end{align*}
\]

Its value $\text{val}(\mathcal{P})$ is the tropical set described by the inequalities:

\[
\begin{align*}
\max(x_1, x_2) & \leq 0 \\
1 + x_1 & \leq \max(0, 2 + x_2) \\
1 + x_2 & \leq \max(0, 3 + x_1) \\
x_1 & \leq 2 + x_2.
\end{align*}
\]

Tropical central paths on the polyhedron (8.7), for two objective functions, are depicted in Figure 8.1. The hyperplanes associated with the first four halfspaces in (8.7) induce an arrangement in the positive orthant $\mathbb{K}_+^2$. Figure 8.2 depicts the tropical central paths on the cells of this arrangement for the objective functions $\min tx_1 + x_2$ and $\max tx_1 + x_2$. Observe that the central paths trace the arrangement of tropical hyperplanes associated with the tropical halfspaces in (8.8), as well as the line $\{(−1 + γ, γ) \mid γ \in \mathbb{R}\}$ associated with the objective function.
8.2 A tropical central path can degenerate to a tropical simplex path

In this section, we will restrict our attention to the $x$ components of the tropical central path. To fix the notation, we consider a Hardy linear program $\text{LP}(A, b, c)$, and the polyhedron $P = \{(x, w) \in \mathbb{K}^n | Ax + w = b, \ x \geq 0, \ w \geq 0\}$. From this viewpoint, the tropical central path may visit the boundary of the (projection on the $x$-space) of $\text{val}(P)$. We will show that under some assumptions, the tropical central path lies on the image by the valuation map of the graph of the polyhedron $P$.

When the signed valuation of $(A, b)$ is sign-generic for the minor polynomials, we have a purely tropical description of the set $\text{val}(P)$ by Theorem 4.22. Furthermore, that result also shows that the images of the faces of $P$ under the valuation map also have a tropical description. In particular, this holds for the basic points and the edges of $P$, see Section 4.3. Using the notation of Theorem 4.22, $x \in \text{val}(P)$ is the value of a basic point (hence of a vertex by Proposition 3.14) if and only if it satisfies a system of $n$ equalities $A^+_I \odot x \oplus b^+_I = A^-_I \odot x \oplus b^-_I$ where $\text{tdet}(A_I) \neq 0$.

**Proposition 8.10.** Consider a Hardy polyhedron, $P = \{x \in \mathbb{K}^n \mid Ax + b \geq 0\}$, contained in the positive orthant such that $\text{sval}(A, b)$ is sign-generic for the minor polynomials, and $A^- = (\min(A_{ij}, 0))$ has at most one non-zero coefficient in each row. Then the tropical analytic center of $P$ coincides with the value of a vertex of $P$.

**Proof.** By Theorem 4.22, the tropical polyhedron $\text{val}(P)$ is described by $\{x \in \mathbb{T}^n \mid A^+_I \odot x \oplus b^+_I \geq A^-_I \odot x \oplus b^-_I\}$. Since $A^-$ has at most one non-zero coefficient in each
row, for every $i \in [m]$ the tropical inequality $A_i^+ \odot x \oplus b_i^+ \geq A_i^- \odot x \oplus b_i^-$ is of the form;
\[
\max(A_{i1}^+ + x_1, \ldots, A_{in}^+ + x_n, b_i^+) \geq \max(A_{ij}^- + x_k, b_i^-)
\]
for some $k \in [n]$.

Let $x^*$ be the tropical analytic center of $\mathcal{P}$. By Corollary 8.6, $x^*$ is the tropical barycenter of $\text{val}(\mathcal{P})$. By Assumption $H$ $x_j^+$ finite for each $j \in [n]$. Thus, there must exist an $i \in [m]$ such that $A_{ij}^- \neq -\infty$ and
\[
\max(A_{i1}^+ + x_1^*, \ldots, A_{in}^+ + x_n^*, b_i^+) = A_{ij}^- + x_j^*.
\]
(8.9)

Consequently, $x^*$ satisfies a set $I$ of $n$ equalities, one for each coordinate $j \in [n]$. By construction we have $\text{tdet}(A_I^-) \neq 0$, thus $\text{tdet}(A_I) \neq 0$. Consequently, $x^*$ is the value of a vertex by Theorem 4.22.

Vertices of $\mathcal{P}$ are connected by edges, which are sets of the form $\{x \in \mathcal{P} \mid A_K x + b_K = 0\}$ where $K \subseteq [m]$ is of cardinality $n - 1$ and $A_K$ is of rank $n - 1$. Under the conditions of Theorem 4.22 the image of the edges under the valuation map are exactly the sets described by $\{x \in \text{val}(\mathcal{P}) \mid A_K^+ \odot x \oplus b_K^+ = A_K^- \odot x \oplus b_K^-\}$ where $K \subseteq [m]$ is of cardinality $n - 1$ and $A_K$ has a maximal square submatrix with non $0$ tropical determinant.

**Proposition 8.11.** Let $\mathcal{P}$ be a Hardy polyhedron which satisfies the conditions of Proposition 8.10. Consider a linear program of the form:
\[
\begin{align*}
\min & \ x_k \\
\text{s.t.} & \ x \in \mathcal{P}, \\
& \text{LP}
\end{align*}
\]
for some $k \in [n]$. If the optimal value of $\text{LP}$ is $\nu = 0$, then the tropical central path of $\text{LP}$ is contained in the image by the valuation map of the graph of $\mathcal{P}$.

**Proof.** By Corollary 8.7 the point $x^\lambda$ on the tropical central path at $\lambda \in \mathbb{R}$ is the tropical barycenter of the tropical polyhedron $\{x \in \text{val}(\mathcal{P}) \mid x_k \leq \lambda\}$. As in the proof of Proposition 8.10 for each $j \in [n] \setminus \{k\}$ the point $x^\lambda$ must satisfy an equality of the form (8.9). Thus, $x^\lambda$ satisfies a set $K$ of $n - 1$ equalities and it is straightforward to check that the minor of $A_K^-$ formed with the columns indexed by $[n] \setminus \{k\}$ has a finite tropical determinant.

The latter proposition is illustrated in Figure 8.1 (left).

## 8.3 Central paths with high curvature

Bezem, Nieuwenhuis and Rodríguez-Carbonell [BNRC08] constructed a class of tropical linear programs for which an algorithm of Butkovič and Zimmermann [BZ06] exhibits an exponential running time. We lift each of these tropical linear programs to the Hardy field $\mathbb{K} = H(\mathbb{R}^R)$ which then gives rise to a one-parameter family of ordinary linear programs over the reals. The latter are interesting as their central paths have an unusually high total curvature.
Let \( r \) be any positive integer. We define a linear program, \( \text{LP}_r \), over the Hardy field \( \mathbb{K} \) in the \( 2r + 2 \) variables \( u_0, v_0, u_1, v_1, \ldots, u_r, v_r \) as follows.

\[
\begin{align*}
\min & \quad v_0 \\
\text{s.t.} & \quad u_0 \leq t \\
& \quad v_0 \leq t^2 \\
& \quad v_i \leq t^{1 - \frac{1}{r}}(u_{i-1} + v_{i-1}) \quad \text{for } 1 \leq i \leq r \\
& \quad u_i \leq t u_{i-1} \quad \text{for } 1 \leq i \leq r \\
& \quad u_i \leq t v_{i-1} \quad \text{for } 1 \leq i \leq r \\
& \quad u_r \geq 0, \quad v_r \geq 0
\end{align*}
\]

Clearly, the optimal value of \( \text{LP}_r \) is \( \nu = 0 \), and an optimal solution is \( u = v = 0 \). It is straightforward to verify that the feasible set is bounded with a non-empty interior. Moreover, the feasible set is contained in the positive orthant and the \( 3r + 4 \) inequalities listed define facets. In particular, the remaining non-negativity constraints \( u_i \geq 0 \) and \( v_i \geq 0 \) for \( 0 \leq i < r \) are satisfied but redundant. We will denote the feasible region of \( \text{LP}_r \) as \( \mathcal{P}_r \).

Replacing \( t \) in \( \text{LP}_r \) by any positive real number gives rise to an ordinary linear program. For \( t \) sufficiently large the polytope of feasible points is combinatorially equivalent to the polytope of feasible points of the Hardy linear program. Figure 8.3 shows an example for \( r = 1 \) and \( t \geq 2 \), which is sufficiently large in this case.

![Figure 8.3: Schlegel diagram for \( r = 1 \) (and \( t \geq 2 \)), projected onto the facet \( u_1 = 0 \); the points are written in \((u_0, v_0, u_1, v_1)\)-coordinates](image-url)
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8.3.1 Tropical central path

We next compute the tropical central path arising from the linear program $\mathbf{LP}_r$ over the Hardy field $\mathbb{K}$. To this end, we introduce slack variables:

$$
\begin{align*}
\min & \quad v_0 \\
\text{s.t.} & \quad u_0 + z_0 = t \\
& \quad v_0 + h_0 = t^2 \\
& \quad v_i + h_i = t^{1 - \frac{1}{2^2i}} (u_{i-1} + v_{i-1}) \quad \text{for } 1 \leq i \leq r \\
& \quad u_i + z_i = tu_{i-1} \quad \text{for } 1 \leq i \leq r \\
& \quad u_i + z'_i = tv_{i-1} \quad \text{for } 1 \leq i \leq r \\
& \quad z_0 \geq 0, \quad h_0 \geq 0 \\
& \quad u_i \geq 0, \quad v_i \geq 0, \quad z_i \geq 0, \quad z'_i \geq 0, \quad h_i \geq 0 \quad \text{for } 1 \leq i \leq r.
\end{align*}
$$

LP'$_r$

For each positive parameter $\mu \in \mathbb{K}$, we denote by $(u(\mu), v(\mu), z(\mu), (z')^\mu, h^\mu)$ the point of the primal central path with parameter $\mu$. Recall that the tropical central path $\mathcal{C}_T^\lambda$ is such that $\mathcal{C}_T^\lambda(\lambda)$ is the image by the valuation of $(u(\mu), v(\mu), z(\mu), (z')^\mu, h^\mu)$ for $\mu = t^\lambda$. The valuation of every point of the feasible set $\mathcal{P}_r'$ of the program $\mathbf{LP}_r'$ satisfies the following equalities:

$$
\begin{align*}
\max(u_0, z_0) &= 1 \\
\max(v_0, h_0) &= 2 \\
\max(v_i, h_i) &= 1 - \frac{1}{2^i} + \max(u_{i-1}, v_{i-1}) \quad \text{for } 1 \leq i \leq r \\
\max(u_i, z_i) &= 1 + u_{i-1} \quad \text{for } 1 \leq i \leq r \\
\max(u_i, z'_i) &= 1 + v_{i-1} \quad \text{for } 1 \leq i \leq r \\
u_i \in \mathbb{T}, v_i \in \mathbb{T}, z_i \in \mathbb{T}, h_i \in \mathbb{T} \quad \text{for } 0 \leq i \leq r \\
z'_i \in \mathbb{T} \quad \text{for } 1 \leq i \leq r.
\end{align*}
$$

(8.10)

Proposition 8.12. For all $\lambda \in \mathbb{R}$, the tropical central path at $\lambda$, coincides with the maximal point $(u(\lambda), v(\lambda), z(\lambda), (z')^\lambda, h(\lambda))$ satisfying the constraints (8.10) and $v_0 \leq \lambda$. It is determined by:

$$
\begin{align*}
u_0 &= z_0 = 1 \\
h_0 &= 2 \\
v_0 &= \min(2, \lambda) \\
v_i &= h_i = 1 - \frac{1}{2^i} + \max(u_{i-1}, v_{i-1}) \quad \text{for } 1 \leq i \leq r \\
u_i &= 1 + \min(u_{i-1}, v_{i-1}) \quad \text{for } 1 \leq i \leq r
\end{align*}
$$

(8.11)

Proof. By Corollary 8.7, $\mathcal{C}_T^\lambda(\lambda)$ is the maximal point of the intersection of $\text{val}(\mathcal{P}_r')$ with the tropical half-space

$$
\mathcal{H}_0^\lambda := \{(u, v, z, z', h) \in (\mathbb{T}^{r+1})^3 \times \mathbb{T}^r \times \mathbb{T}^{r+1} : v_0 \leq \lambda\}.
$$
Using the homomorphism property of the valuation map, every point of $H^\lambda \cap \text{val}(\mathcal{P}_r')$ satisfies $v_0 \leq \lambda$ as well as (8.10).

It is straightforward to verify that (8.11) defines the maximal vector satisfying $v_0 \leq \lambda$ and (8.10). Therefore, $C^r(\lambda) \leq (u(\lambda), v(\lambda), z(\lambda), z'(\lambda), h(\lambda))$. To show that the opposite inequality holds, using Corollary 8.7 again, it suffices to lift $(u(\lambda), v(\lambda), z(\lambda), z'(\lambda), h(\lambda))$ to an element of $\mathcal{P}_r'$. Such a lift can be obtained as the unique solution of the following system:

$$
\begin{align*}
\quad u_0 &= z_0 = \frac{1}{2} t \\
v_0 &= \frac{1}{2} \min(t^2, t^\lambda) \\
h_0 &= t^2 - v_0 \\
v_i &= h_i = \frac{1}{2} t^{1-\frac{i}{2}}(u_{i-1} + v_{i-1}) \quad &\text{for } 1 \leq i \leq r \\
u_i &= \frac{1}{2} \min(tu_{i-1}, tv_{i-1}) \quad &\text{for } 1 \leq i \leq r \\
z_i &= tu_{i-1} - u_i \quad &\text{for } 1 \leq i \leq r \\
z'_i &= tv_{i-1} - u_i \quad &\text{for } 1 \leq i \leq r 
\end{align*}
$$

It follows from Proposition 8.12 that $(u_i(\lambda), v_i(\lambda))_{0 \leq i \leq r}$ completely determine the other components of the tropical central path. Observe that $v_i(\lambda)$ is equal to the maximum of $u_{i-1}(\lambda)$ and $v_{i-1}(\lambda)$ translated by $1 - \frac{1}{2^i}$, while $u_i(\lambda)$ follows the minimum of these two variables shifted by 1; see Figure 8.4. Since the translation offsets differ by $\frac{1}{2^i}$, the components $u_i$ and $v_i$ cross each other $\Omega(2^i)$ times. More precisely, our next result shows that the curve $(u_i(\lambda), v_i(\lambda))$ has the shape of a staircase with $\Omega(2^i)$ steps.

**Proposition 8.13.** Let $i \in [r]$ and $k \in \{0, \ldots, 2^i - 1\}$. Then, for all $\lambda$ in the interval $[\frac{4k}{2^i}, \frac{4k+2}{2^i}]$, we have

$$
u_i(\lambda) = i + \lambda - \frac{2k}{2^i} \quad \text{and} \quad v_i(\lambda) = i + \frac{2k+1}{2^i},$$

while for all $\lambda \in [\frac{4k+2}{2^i}, \frac{4k+4}{2^i}]$ we have

$$
u_i(\lambda) = i + \frac{2k+2}{2^i} \quad \text{and} \quad v_i(\lambda) = i + \lambda - \frac{2k+1}{2^i}.$$

**Proof.** We proceed by a bounded induction on $i \in [r]$. Starting with $i = 1$ and $k = 0$ we consider the tropical central path point at any $\lambda \in [0, 2]$. Our goal is to determine the tropical analytic center. It follows from (8.11) that

$$
\begin{align*}
u_1 &= 1 + \min(1, \lambda), \\
v_1 &= \frac{1}{2} + \max(1, \min(2, \lambda)) \quad .
\end{align*}
$$

Thus for $\lambda \in [0, 1]$, $u_1 = 1 + \lambda$ and $v_1 = 1 + \frac{1}{2}$. For $\lambda \in [1, 2]$ we have $u_1 = 1 + \frac{2}{2}$ and $v_1 = 1 + \lambda - \frac{1}{2}$. Consequently, the claim holds for $i = 1$.  
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Figure 8.4: Evolution of the components of the tropical central path of \( \mathbf{LP}_4 \) with \( \lambda \).

By induction, suppose the result is verified for \( i < r \). We will show that it is also true for \( i + 1 \). Consider any integer, \( k \), in \( \{0, \ldots, 2^i - 1\} \). If \( k \) is even, let \( k' = k/2 \). Then, for all \( \lambda \) in the interval \( \left[ \frac{4k}{2^{i+1}}, \frac{4k+4}{2^{i+1}} \right] \), we have by induction:

\[
    u_i = i + \lambda - \frac{2k'}{2^i} = i + \lambda - \frac{k}{2^i} \quad \text{and} \quad v_i = i + \frac{2k' + 1}{2^i} = i + \frac{k + 1}{2^i}.
\]

Thus,

\[
    u_{i+1} = i + 1 + \min \left( \frac{k + 1}{2^i}, \lambda - \frac{k}{2^i} \right) \quad \text{and} \quad v_{i+1} = i + 1 + \max \left( \frac{k + 1}{2^i}, \lambda - \frac{k}{2^i} \right) - \frac{1}{2^{i+1}}.
\]

Separating the cases \( \lambda \leq \frac{4k+2}{2^i} \) and \( \lambda \geq \frac{4k+2}{2^i} \) leads to the desired conclusion.
If \( k \) is odd, \( k = 2k' + 1 \), then for any \( \lambda \in \left[ \frac{4k' + 2}{2^i}, \frac{4k' + 4}{2^i} \right] = \left[ \frac{4k' + 2}{2^i}, \frac{4k' + 4}{2^i} \right] \) we have:

\[
\begin{align*}
u_i &= i + \frac{2k' + 2}{2^i} = i + \frac{k + 2}{2^i} \\
v_i &= i + \lambda - \frac{2k' + 1}{2^i} = i + \lambda - \frac{k + 1}{2^i}.
\end{align*}
\]

Thus,

\[
\begin{align*}
\nu_{i+1} &= i + 1 + \min \left( \frac{\lambda - k + 1}{2^i}, \frac{k + 2}{2^i} \right) \\
\nu_{i+1} &= i + 1 + \max \left( \frac{\lambda - k + 1}{2^i}, \frac{k + 2}{2^i} \right) - \frac{1}{2^{i+1}}.
\end{align*}
\]

As above, by separating the cases \( \lambda \leq \frac{4k' + 2}{2^i+1} \) and \( \lambda \geq \frac{4k' + 2}{2^i+1} \) we conclude that the inductive claim holds for \( i + 1 \).

**Remark 8.14.** A similar induction shows that for \( \lambda \geq 2 \) the tropical central path is at the tropical analytic center, defined by \( u_0 = 1, v_0 = 2 \) and

\[
\begin{align*}
u_i &= i + 1 \quad \text{and} \quad \nu_i = i + 1 + \frac{1}{2^i} \quad \text{for all } 1 \leq i \leq r.
\end{align*}
\]

For \( \lambda \leq 0 \), the tropical central path is a tropical half-line towards an optimum. We have \( u_0(\lambda) = 1, v_0(\lambda) = \lambda \) as well as

\[
u_i(\lambda) = i + \lambda \quad \text{and} \quad v_i(\lambda) = i + \frac{1}{2^i} \quad \text{for all } 1 \leq i \leq r.
\]

We will now show that the tropical central path of \( \mathbf{LP}_r \) coincides with the image of a path of the simplex method under the valuation map. Our proof is elementary and independent of Proposition 8.11.

**Proposition 8.15.** Under projection on the \((u,v)\)-components, the tropical central path of \( \mathbf{LP}_r \) is contained in the image of the vertex-edge graph of \( \mathbf{P}_r \) under the valuation map. The tropical central path at \( \lambda \in \mathbb{R} \) is the value of a vertex if and only if \( \lambda \geq 2 \) or \( \lambda = \frac{2k}{2^i} \) for some \( k \in \{1, \ldots, 2^r\} \).

**Proof.** We prove the claim by induction on \( r \). Suppose that \( r = 1 \). This situation in four dimensions is depicted in Figure 8.3. For \( \lambda \geq 2 \), the tropical central path is at the tropical analytic center of \( \mathbf{LP}_1 \):

\[
u_0 = 1, v_0 = 2, u_1 = 2, v_1 = 5/2.
\]

This is the value of the vertex \((t, t^2, t^5/2 + t^3/2)\) of the Hardy polyhedron \( \mathbf{P}_1 \) which is uniquely defined by the conditions

\[
u_0 = t, v_0 = t^2, u_1 = tu_0, v_1 = t^{1/2}(u_0 + v_0).
\] (8.12)
For $\lambda = 1$ the tropical central path is at the point with coordinates

$$u_0 = 1, \ v_0 = 1, \ u_1 = 2, \ v_1 = 3/2,$$

which corresponds to the vertex $(t, t, t^2, 2t^{3/2})$ of $P_1$, the unique solution of:

$$u_0 = t, \ v_0 = t, \ u_1 = t, \ v_0 = t^{1/2}(u_0 + v_0).$$

(8.13)

It is straightforward to check that the tropical central path for $\lambda \in [1, 2]$ is the image by the valuation map of the edge between the vertices (8.12) and (8.13). Similarly, for $\lambda \in [1, 2]$, the tropical central path:

$$u_0 = 1, \ v_0 = \lambda, \ u_1 = 1 + \lambda, \ v_1 = 3/2.$$

is the value of the edge between the vertices (8.13) and $(t, 0, 0, t^{3/2})$ of $P_1$ defined by

$$u_0 = t, \ v_0 = 0, \ u_1 = tu_0, \ v_1 = t^{1/2}(u_0 + v_0).$$

(8.14)

Now suppose that the claim holds for $r \geq 1$. For $\lambda \geq 2$, the tropical central path of $LP_{r+1}$ is at the analytic center $(u_0, v_0, \ldots, u_r, v_r, u_{r+1}, v_{r+1})$. By Proposition 8.13 we have $v_{r+1} = 1 - 1/2^{r+1} + \max(u_r, v_r)$ and $u_{r+1} = 1 + u_r$. By induction, $(u_0, v_0, \ldots, u_r, v_r)$ is the value of the vertex $(u_0, v_0, \ldots, u_r, v_r)$ of $LP_r$. The system defining this vertex of $P_r$, along with the equalities $v_{r+1} = 1 - 1/2^{r+1} + \max(u_r, v_r)$ and $u_{r+1} = 1 + u_r$ clearly have a unique solution which is feasible for $LP_{r+1}$. Thus it defines a vertex of $P_{r+1}$. It is straightforward to verify that the valuation map applied to this vertex yields the tropical analytic center. Similarly, the argument above shows that the tropical central path of $LP_{r+1}$ is the value of a vertex when $\lambda = 2k \frac{2r}{2r+1}$ for some $k \in \{1, \ldots, 2^r\}$.

Fix a $k \in \{1, \ldots, 2^r - 1\}$. Then central path of $LP_r$ at $\lambda \in [\frac{2k}{2r+1}, \frac{2k+2}{2r+1}] = [\frac{2k}{2r+1}, \frac{4k+4}{2r+1}]$ is the value of a point on an edge of $P_r$. This edge in $\mathbb{K}^{2r+2}$ defines a 3-dimensional face $\mathcal{F}$ of $P_{r+1}$ in $\mathbb{K}^{2r+4}$. The intersection of $\mathcal{F}$ with the three hyperplanes

$$v_{r+1} = t^{1-1/2^{r+1}}(u_r + v_r), \ u_{r+1} = tu_r \quad \text{and} \quad u_{r+1} = tu_r$$

(8.15)

yields a vertex of $P_{r+1}$, and it can be checked that the value of this vertex is on the tropical central path of $LP_{r+1}$ for $\lambda = \frac{4k+2}{2r+1}$. It follows that the tropical central path of $LP_{r+1}$ at $\lambda \in [\frac{4k+2}{2r+1}, \frac{4k+2}{2r+1}]$ and $\lambda \in [\frac{4k+4}{2r+1}, \frac{4k+4}{2r+1}]$ corresponds to points on two distinct edges of $P_{r+1}$. These two edges are obtained by intersecting $\mathcal{F}$ with $\mathcal{F}$ with $v_{r+1} = t^{1-1/2^{r+1}}(u_r + v_r)$ and either $u_{r+1} = tu_r$ or $u_{r+1} = tu_r$. It remains to consider $\lambda \leq \frac{4}{2r+1}$. By induction, the tropical central path of $LP_r$ for $\lambda \leq \frac{4}{2r+1}$ is the set of values of an edge of $P_r$. As above, this edge yields a 3-face $\mathcal{F}$ of $P_{r+1}$. Intersecting $\mathcal{F}$ with the three hyperplanes (8.15) yields a vertex whose value is the tropical central path of $LP_{r+1}$ at $\lambda = \frac{2}{2r+1}$. Intersecting $\mathcal{F}$ with $v_{r+1} = t^{1-1/2^{r+1}}(u_r + v_r)$ and $u_{r+1} = tu_r$ yields an edge of $P_{r+1}$ whose set of values is the tropical central path at $\lambda \in [\frac{2}{2r+1}, \frac{4}{2r+1}]$. For $\lambda \leq \frac{2}{2r+1}$, the tropical central path is the set of values of the edge obtained as the intersection of $\mathcal{F}$ with $v_{r+1} = t^{1-1/2^{r+1}}(u_r + v_r)$ and $u_{r+1} = tu_r$. □
8.3.2 Curvature analysis

Let $[a, b]$ be an interval of $\mathbb{R}$, and $\Phi : [a, b] \rightarrow \mathbb{R}^d$ be the parametrization of a path in $\mathbb{R}^d$. Assume that $\Phi$ is twice continuously differentiable. For any $\lambda \in [a, b]$, the arc length of the path $\Phi$ between $\Phi(a)$ and $\Phi(\lambda)$ is $\ell(\lambda) := \int_a^\lambda \|\dot{\Phi}(\gamma)\| \, d\gamma$. Let $\Phi : [0, \ell(b)] \rightarrow \mathbb{R}^d$ be the parameterization of $\Phi([a, b])$ by its arc length, i.e., $\Phi(\ell(\lambda)) := \Phi(\lambda)$ for all $\lambda \in [a, b]$. As a consequence, $\dot{\Phi}(\ell(\lambda)) = \dot{\Phi}(\lambda)/\|\dot{\Phi}(\lambda)\|$. Thus, $\dot{\Phi}$ describes a path on the unit sphere $S^{d-1} \subseteq \mathbb{R}^d$. The length of the latter path, $\int_0^{\ell(b)} \|\dot{\Phi}(\tau)\| \, d\tau$, is the total curvature of $\Phi$ between $\Phi(a)$ and $\Phi(b)$.

The total curvature can also be defined in terms of angles. Given points $U, V, W \in \mathbb{R}^d$, we shall denote by $\angle U V W$ the measure $\alpha \in [0, \pi]$ of the angle between the vectors $V - U$ and $W - V$, so that

$$
\cos \alpha = \frac{(V - U) \cdot (W - V)}{|V - U||W - V|},
$$

where $(\cdot, \cdot)$ denotes the standard scalar product of $\mathbb{R}^d$, and $\| \cdot \|$ denotes the associated Euclidean norm.

If $\tau : [a, b] \rightarrow \mathbb{R}^d$ parametrizes a polygonal line $[X^0, X^1] \cup [X^1, X^2] \cup \ldots \cup [X^q, X^{q+1}]$, the total curvature $\kappa(\tau, [a, b])$ is defined as the sum of angles between consecutive segments:

$$
\kappa(\tau, [a, b]) := \sum_{k=1}^q \angle X^{k-1}X^kX^{k+1}.
$$

A polygonal line $\tau : [a, b] \rightarrow \mathbb{R}^d$ is inscribed in a path $\Phi : [a, b] \rightarrow \mathbb{R}^d$ if there exists a subdivision $a = \lambda^0 < \lambda^1 < \cdots < \lambda^{q+1} = b$ such that $X^k = \Phi(\lambda^k)$ for all $0 \leq k \leq q + 1$.

The total curvature $\kappa(\Phi, [a, b])$ can be defined for an arbitrary curve $\Phi$, as the supremum of $\kappa(\tau, [a, b])$ over all polygonal curves $\tau$ inscribed in $\Phi$. When $\Phi$ is twice continuously differentiable, this coincides with the previous definition of the total curvature, see Chapter V of [AR89] for more background.

Tropical lower bounds on the curvature of a definable family of paths

Now consider an interval $[a, b]$ of $\mathbb{R}$ and $\rho : [a, b] \rightarrow \mathbb{R}^d$ a path in $\mathbb{K}^d$. Since the elements of $\mathbb{K}$ are real valued functions, the path $\rho$ parametrizes a family of paths in $\mathbb{R}^d$. For a fixed real number $M$ let us define the map $\rho : ( M, +\infty ) \times [a, b] \rightarrow \mathbb{R}^d$ by $\rho(t, \lambda) = \rho(\lambda)(t)$. For each $t$ large enough, $\rho(t, \cdot)$ parametrizes a path in $\mathbb{R}^d$. We now derive lower bounds on the total curvature of the paths $\rho(t, \cdot)$ using $\rho^{\tau} = \text{val}(\rho)$.

**Lemma 8.16.** Let $\rho : [a, b] \rightarrow \mathbb{K}^d$ be a path in $\mathbb{R}^d$ and $\lambda_1 < \lambda_2 < \lambda_3$ three scalars in the interval $[a, b]$. Suppose that $\rho^{\tau} = \text{val}(\rho)$ satisfies:

$$
\max_{1 \leq i \leq d} \rho_i^{\tau}(\lambda_1) < \max_{1 \leq i \leq d} \rho_i^{\tau}(\lambda_2) < \max_{1 \leq i \leq d} \rho_i^{\tau}(\lambda_3), \quad \text{and} \quad \arg \max_{1 \leq i \leq d} \rho_i^{\tau}(\lambda_2) \cap \arg \max_{1 \leq i \leq d} \rho_i^{\tau}(\lambda_3) = \emptyset.
$$

Then,

$$
\lim_{t \to \infty} \angle \rho(t, \lambda_1) \rho(t, \lambda_2) \rho(t, \lambda_3) = \frac{\pi}{2}.
$$
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Proof. By definition of the valuation map, for all $\varepsilon > 0$ small enough, we have the inequalities

$$m_i^\varepsilon \leq |\rho_i(\lambda)| \leq t \rho_i(\lambda) + \varepsilon$$

for all $i \in [d]$ and $\lambda \in [a, b]$.

For $k = 1, 2, 3$, let $m_k$ be the maximum of the entries of $\rho_k(\lambda_k)$, and denote $I_k := \arg\max_{1 \leq i \leq d} \rho_i(\lambda_k)$. Also denote by

$$m_k' := \max\{\rho_i^T(\lambda) \mid i \in [d] \setminus I_k\}$$

the value of the second maximal coordinate of $\rho_k(\lambda_k)$. We can choose $\varepsilon > 0$ such that

$$m_2 > m_1 + 3\varepsilon$$

$$m_2 > m_3' + 3\varepsilon .$$

Consider the vector $\xi := \rho(\lambda^2) - \rho(\lambda^1)$, and any $i \in I_2$. By our choice of $\varepsilon$, we have $m_2 > \rho_i^T(\lambda_1) + 3\varepsilon$. Consequently, we can bound the norm of $\xi$ as follows:

$$|\xi| \geq |\rho_i(\lambda_2)| - |\rho_i(\lambda_1)| \geq \rho_i^T(\lambda_1) - t \rho_i^T(\lambda_1) + \varepsilon$$

$$\geq t_m - \varepsilon (1 - t^{-m_2 + \rho_i^T(\lambda_1) + 3\varepsilon})$$

Now consider the normalized vector $\bar{\xi} := \xi / \|\xi\|$. By our choice of $\varepsilon$, for any $j \in [d] \setminus I_2$, we have:

$$m_2 > \rho_j^T(\lambda_1) + 3\varepsilon$$

$$m_2 > \rho_j^T(\lambda_2) + 3\varepsilon .$$

Consequently, for any $j \in [d] \setminus I_2$ the component $\bar{\xi}_j$ of the normalized vector satisfies:

$$|\bar{\xi}_j| \leq \frac{\rho_j^T(\lambda_2) + \varepsilon}{t_m - \varepsilon (1 - t^{-\varepsilon}) - \frac{t_m - \varepsilon (1 - t^{-m_2 + \rho_j^T(\lambda_2) + 3\varepsilon})}{1 - t^{-\varepsilon}}} \leq \frac{2 - t^{-\varepsilon}}{1 - t^{-\varepsilon}} = \frac{2}{t^\varepsilon - 1}$$

Consequently, $\bar{\xi}_j(t)$ tends to 0 as $t$ tends to infinity for $j \in [d] \setminus I_2$. Observe that the map $t \to \bar{\xi}(t)$ is definable in the polynomially bounded structure $\overline{\mathbb{R}}$. Since $\|\bar{\xi}\| = 1$, we deduce that $\bar{\xi}(t)$ has a limit $\bar{\xi}(\infty)$ as $t$ tends to infinity. Clearly, $\bar{\xi}_j(\infty) = 0$ for all $j \in [d] \setminus I_2$.

Similarly, let $\eta = \rho(\lambda_3) - \rho(\lambda_2)$ and $\bar{\eta} = \eta / \|\eta\|$. We deduce that $\bar{\eta}_j(\infty) = 0$ for all $j \in [d] \setminus I_3$, where $\bar{\eta}(\infty)$ denotes the limit of $t \to \bar{\eta}(t)$ as $t \to \infty$. As $I_2 \cap I_3 = \emptyset$, we have $\bar{\xi}(\infty) \cdot \bar{\eta}(\infty) = 0$. We deduce that

$$\lim_{t \to \infty} \arccos(\bar{\xi}(t) \cdot \bar{\eta}(t)) = \arccos(\bar{\xi}(\infty) \cdot \bar{\eta}(\infty)) = \frac{\pi}{2} .$$
We define the combinatorial angle \( \angle c_{\rho T}(\lambda_1) \rho T(\lambda_2) \rho T(\lambda_3) \) of the points \( \rho T(\lambda_1), \rho T(\lambda_2) \) and \( \rho T(\lambda_2) \) to be 1 if the conditions of Lemma 8.16 are satisfied. Otherwise, the combinatorial angle is defined to be 0. Given a subdivision \( a = \lambda_0 < \cdots < \lambda_{q+1} = b \) of an interval \( [a, b] \subseteq \mathbb{R} \), we denote by \( \kappa c(\rho T; \lambda_0, \ldots, \lambda_{q+1}) \) the sum of combinatorial angles

\[
\sum_{k \in [q]} \angle c_{\rho T}(\lambda_{k-1}) \rho T(\lambda_k) \rho T(\lambda_{k+1}) .
\]

Finally, we define the total combinatorial curvature of \( \rho T \) over the interval \( [a, b] \), denoted by \( \kappa c(\rho T; [a, b]) \), to be the supremum of \( \kappa c(\rho T; \lambda_0, \ldots, \lambda_{q+1}) \) over all subdivisions of the interval \( [a, b] \).

**Theorem 8.17.** For all real numbers \( a < b \), we have

\[
\lim_{t \to \infty} \kappa(\rho(t, \cdot), [a, b]) \geq \kappa c(\rho T, [a, b]) \frac{\pi}{2} .
\]

**Proof.** Consider any subdivision \( a = \lambda_0 < \cdots < \lambda_{q+1} = b \). By Lemma 8.16 for all \( k \in [q] \), we have:

\[
\lim_{t \to \infty} \angle \rho(t, \lambda_{k-1}) \rho(t, \lambda_k) \rho(t, \lambda_{k+1}) \geq \angle c_{\rho T}(\lambda_{k-1}) \rho T(\lambda_k) \rho T(\lambda_{k+1}) \frac{\pi}{2} .
\]

It follows that,

\[
\lim_{t \to \infty} \kappa(\rho(t, \cdot), [a, b]) \geq \sum_{k \in [q]} \lim_{t \to \infty} \angle \rho(t, \lambda_{k-1}) \rho(t, \lambda_k) \rho(t, \lambda_{k+1}) \\
\geq \sum_{k \in [q]} \angle c_{\rho T}(\lambda_{k-1}) \rho T(\lambda_k) \rho T(\lambda_{k+1}) .
\]

Finally, the conclusion of the theorem is obtained by taking the maximum over all subdivisions. \( \square \)

In general, the information provided by the valuation may not be enough to infer the total curvature, and so, the bound of Theorem 8.17 is not expected to be tight in general.

### 8.3.3 Application to the counter-example

Given any integer \( r \geq 1 \), the Hardy linear program \( \textbf{LP}_r \) gives rise to a family real linear programs \( \textbf{LP}_r(t) \) for \( t \) large enough, that are parametrized by \( C(t, \cdot) \). With the notation of Lemma 8.2, we define a path

\[
C : \mathbb{R} \to \mathbb{K}^{r+1} \times \mathbb{K}^r \times \mathbb{K}^{r+1} \\
\lambda \mapsto (u^\mu, v^\mu, z^\mu, (z')^\mu, h^\mu) \quad \text{where } \mu = t^\lambda .
\]

Hence, \( C(t, \cdot) = C(\cdot)(t) \) parametrize the central path of \( \textbf{LP}_r(t) \).

We first analyze the curvature of the \( (u, v) \) components of the central paths. We define \( \Phi \) to be the projection of \( C \) on the \( (u, v) \) components.
Theorem 8.18. We have
\[
\lim_{t \to \infty} \kappa(\Phi(t, \cdot), [0, 2]) \geq (2^r - 1) \frac{\pi}{2} .
\]

Proof. Consider the subdivision \(0 = \lambda_0 < \cdots < \lambda_r = 2\) given by \(\lambda_k = 4k/2^r\) for \(k = 0, \ldots, 2^r\). Can readily check from Proposition 8.13 that the combinatorial angles \(\angle \Phi^T(\lambda_0)\Phi^T(\lambda_1)\Phi^T(\lambda_2), \ldots, \angle \Phi^T(\lambda_{2^r-1})\Phi^T(\lambda_{2^r})\) are all equal to one. Actually, the maximum of the coordinates of \(\Phi^T(\lambda_k)\) is attained alternatively by the components \(u_r\) and \(v_r\), depending on the parity of \(k\), and it is a strictly increasing function of \(k\). Then, the conclusion follows from Theorem 8.17.

We now turn to the whole central path \(C\) of \(LP_t(t)\).

Theorem 8.19. We have
\[
\lim_{t \to \infty} \kappa(C(t, \cdot), [0, 2]) \geq (2^{r-1} - 1) \frac{\pi}{2} .
\]

Proof. Define now \(\lambda_k = 4k/2^r\), for \(k = 0, \ldots, 2^r-1\). It easily follows from Propositions 8.12 and 8.13 that the combinatorial angles
\[
\angle C^T(\lambda_0)C^T(\lambda_1)C^T(\lambda_2), \ldots, \angle C^T(\lambda_{2^r-1})C^T(\lambda_{2^r-1})
\]
are all equal to one. The maximizing variables of the tropical central path at all these points \(\lambda_0, \ldots, \lambda_{2^r-1}\) are alternatively \(z_r\) and \(z'_r\). Then, the conclusion follows from Theorem 8.17.

\[\square\]
Chapter 9

Conclusion and perspectives

In Chapter 3 we tropicalized the simplex method. The key idea is to compute the sign of a polynomial by tropical means. This idea could lead to the tropicalization of other kinds of algorithms, even unrelated to linear programming. More precisely, one could tropicalize in this way any semi-algebraic algorithm, i.e., that rely only the signs of polynomials evaluated on the input. However, in order to obtain a tropical algorithm which runs in polynomial time, the polynomials must satisfy some conditions. In particular, the “size” of the polynomials, measured by the magnitude of their exponents, should not be too large.

It would also be interesting to consider the quantization of tropical algorithm, i.e., to apply tropical algorithms to classical problems. Under which conditions does a tropical semi-algebraic algorithm provide an algorithm for arbitrary classical problems? For example, the policy iteration algorithm for mean payoff games could provide a new algorithm for classical linear programming. This question is related to the realizability of classical polyhedra as tropical polyhedra discussed below.

In Chapter 4 we used the tropicalization of the simplex method to solve arbitrary tropical linear program. Our main tool is a perturbation scheme that rely on groups of higher order rank. Our perturbation transforms an arbitrary problem into a problem which is generic for any polynomial. Hence, this approach could be used with the tropicalization of other algorithms than the simplex method. This perturbation scheme could have further applications in tropical geometry. In particular, it would be worthwhile to compare it to the concept of stable intersection.

In Chapter 5 we obtain a transfer principle from classical linear programming to tropical linear programming via the simplex method. We showed that a polynomial time pivoting rule for the simplex method could yield a polynomial time algorithm for tropical linear programming. The most natural question is whether the converse statement holds. From our point of view, this question boils down to the realizability of classical polyhedra as tropical polyhedra.

**Question 9.1.** Is any (non-degenerate) classical polyhedra combinatorially realizable as a tropical polyhedra?
A positive answer to the this question would entail a transfer principle from tropical linear programming to classical linear programming. This could show that Smale’s problem on the existence of a strongly polynomial algorithm for classical linear programming somehow reduces to the NP ∩ co-NP problem of tropical linear programming and mean-payoff games. Indeed, Theorem 5.4 indicates that polynomial algorithms for tropical linear programming could provide strongly polynomial algorithms for classical linear programming.

Chapter 5 also presents a class of classical linear programs on which the simplex method is polynomial in the bit model. This class is obtained by quantization of edge-improving tropical linear programs. However, it does not seem easy to decide whether a classical linear program belongs to this class. It would be interesting to study alternative characterizations of these problems. Since the simplex method is polynomial on this class of instances, this suggests that polyhedra with large diameter do not belong to it. Moreover, given such a classical instance, one can ask for a way to compute the corresponding tropical problem. Indeed, this would permit to use the tropical simplex method to solve these classical instances.

The tropicalization of the shadow-vertex rule in Chapter 6 allowed us to derive the first algorithm with a polynomial average-case complexity for mean payoff games. The shadow-vertex rule is used in several significant results. Can we tropicalize the randomized polynomial-time algorithm of Kelner and Spielman [KS06]? Or the smoothed-complexity result of Spielman and Teng [ST04]?

In Chapter 7, we proposed an efficient implementation for the tropical pivoting operation and the computation of tropical reduced costs. These procedures use $O(n(m+n))$ tropical operations for a linear program described by $m$ inequalities on $n$ variables. It would be interesting to take advantage of sparsity. Preliminary results indicate that these procedures could be implemented in $O(k + m \log(m) + n)$ operations, where $k$ is the number of non-zero entries of the input.

Finally, in Chapter 8 we studied the tropicalization of the central path. We showed that the tropical central path has a geometric description, and that it may coincide with a run of the tropical simplex method. This could lead to a “central path” pivoting rule for the simplex method. We also disproved the continuous analogue of the Hirsch conjecture by exhibiting a family of real linear programs constrained by $3r+4$ inequalities in dimension $2r+2$ with a total curvature of $\Omega(2^r)$. This family is parametrized by a real number $t$ that must be large enough. A necessary next step is to bound the minimal value of $t$ for which the total curvature is $\Omega(2^r)$. Preliminary results indicate that $t = 2^{2^r}$ is enough. An interesting question is also to what extent the total curvature can be worse than $\Omega(2^r)$? Can we obtain a total curvature of $\Omega(2^{2^r})$, or even of arbitrary tower of exponentials? A step in this direction would be to carry the idea underlying the tropical linear program used in Chapter 8 over to tropical semirings of higher rank, and then lift to the Hardy field of the structure $\mathbb{R}_{\text{exp}}$. 
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